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Preface

This IBM® Redbooks® publication provides best practice guidance for planning, installing,
and configuring the IBM TS7600 ProtecTIER® family of products. This guide provides all the
latest best practices for using ProtecTIER Software Version 3.3 and the revolutionary and
patented IBM HyperFactor® deduplication engine, along with other data storage efficiency
techniques, such as compression and defragmentation.

The IBM System Storage® TS7650G ProtecTIER Deduplication Gateway and the IBM
System Storage TS7620 ProtecTIER Deduplication Appliance Express are disk-based data
storage systems that are configured for three available interfaces:

» The Virtual Tape Library (VTL) interface is the foundation of ProtecTIER and emulates
traditional automated tape libraries.

» The Symantec NetBackup OpenStorage (OST) API can be integrated with Symantec
NetBackup to provide backup-to-disk without having to emulate traditional tape libraries.

» The newly available File System Interface (FSI) supports Common Internet File System
(CIFS) and Network File System (NFS) as backup targets.

For your existing ProtecTIER solution, this guide provides best practices and suggestions to
boost the performance and the effectiveness of the data deduplication with regards to your
application platforms for your VTL, OST, and FSI systems.

When you build a ProtecTIER data deduplication environment, this guide helps your IT
architects and solution designers plan for the best option and scenario for data deduplication
for their environments. This guide helps you optimize your deduplication ratio, while reducing
the hardware, power and cooling, and management costs.

This guide provides expertise that was gained from the IBM ProtecTIER Field Technical
Sales Support (FTSS/CSS) Group, development, and Quality Assurance teams.

Note: The following ProtecTIER products are withdrawn and can no longer be
directly ordered:

» TS7650 ProtecTIER Deduplication Appliance, 3958-AP1.

» TS7610 ProtecTIER Deduplication Appliance Express, 3959-SM1. This product was
replaced by the TS7620 ProtecTIER Deduplication Appliance Express, 3959-SM2.

For more information, see http://www.ibm.com/common/ssi/index.wss.

The team who wrote this book

This book was produced by a team of specialists from around the world working at the
International Technical Support Organization, Poughkeepsie Center.
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Part 1

General best practices

This part describes the general best practices that users of ProtecTIER can employ, such as
recovery management and back-end storage concepts. This part also describes guidelines
for Virtual Tape Library (VTL), File System Interface (FSI) for the Common Internet System
(FSI-CIFS) and for the Network File System (FSI-NFS), and for OpenStorage (OST). This
part describes configuration options with regards to host attachment.

This part describes the following topics:

ProtecTIER basics

Deduplication considerations

Virtual Tape Library guidelines

ProtecTIER File System Interface: General introduction and NFS
OpenStorage guidelines

Host attachment considerations for VTL

vyVvVyVYyVvYyYVvYyYy
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ProtecTIER basics

This chapter describes the general concepts of ProtecTIER as related to its basic operation,
including a list of terms and definitions that are used in this book and in the ProtecTIER
environment. A brief overview is also provided about the existing models, and the benefits of
the ProtecTIER command-line interface (ptcli).

In addition, this chapter provides readers with a basic introduction to the ProtecTIER engine
for deduplication, which is HyperFactor. This chapter also describes the Remote Support and
Call Home capabilities.

This chapter describes the following topics:

» ProtecTIER basic concepts

» ProtecTIER models for open systems

» Terminology

» Remote support and Call Home

» ProtecTIER command-line interface overview
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1.1 Terminology

4

The following terms and definitions are used in this publication and are common for all

products from the ProtecTIER family:

ProtecTIER

TS7600

Factoring ratio

HyperFactor

VTL

Shelf

OSsT

FSI

When used by itself, this expression points to the IBM
patented deduplication solution based on HyperFactor.
Depending on the context, it can mean the family of
products, a specific device, or just the deduplication
engine.

When used alone, this term signifies the IBM family of
virtualization solutions that operate on the ProtecTIER
platform, including the ProtectTIER appliances and
gateways.

The factoring ratio is the ratio of nominal capacity to
physical capacity in the ProtecTIER repository. For
example, if you have 100 TB of user data (nominal
capacity) and it is stored on 10 TB of physical capacity,
your factoring ratio is 10:1.

The patented IBM algorithm that eliminates data
duplicates from the incoming backup data streams.
The factoring ratios are the result of HyperFactor
processing.

Virtual Tape Llbrary. The ProtecTIER VTL service
emulates traditional tape libraries. By emulating tape
libraries, you can use ProtecTIER VTL to migrate to
disk backup without having to replace your entire
backup environment. Your existing backup application
can access virtual robots to move virtual cartridges
between virtual slots and drives. The backup
application perceives that the data is being stored on
cartridges, but ProtecTIER actually stores data on a
deduplicated disk repository.

A container of VTL cartridges within a ProtecTIER
repository. This container is analogous to a shelf or a
rack where physical tapes are kept outside of the
automated tape library in cartridge slots. This
container is only applicable with the VTL mode and is
not available in OST or FSI modes.

Open Storage Technology. This configuration option
allows ProtecTIER to be integrated with Symantec
NetBackup to provide a backup-to-disk capability
without using a VTL emulation. Using a plug-in that is
installed on an OST enabled media server, you can
use ProtecTIER to implement a communication
protocol that supports data transfer and control
between the backup server and the ProtecTIER
server. Thus, you use ProtecTIER to implement a
storage server emulation.

File System Interface. This configuration option allows
ProtecTIER to present disk repository storage as a
virtualized hierarchy of file systems.
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FSI-CIFS

FSI-NFS

System console

Metadata

User data

Repository

Front end
Back end

Node and server

IBM Tivoli Assist On-site (AOS)

FSI Common Internet File System. ProtecTIER
emulates Windows file system behavior and presents
a virtualized hierarchy of file systems, directories, and
files to Windows CIFS clients. When configured for
FSI-CIFS, ProtecTIER emulates a network-attached
storage (NAS) backup target capable of using both
HyperFactor and ProtecTIER Native Replication
bandwidth reduction techniques for storing and
replicating deduplicated data.

FSI Network File System. ProtecTIER emulates UNIX
file system behavior and presents a virtualized
hierarchy of file systems, directories, and files to UNIX
based clients using the NFS protocol. When
configured for FSI-NFS, ProtecTIER emulates a
network-attached storage (NAS) backup target that
can use both HyperFactor and ProtecTIER Native
Replication bandwidth reduction techniques for storing
and replicating deduplicated data.

The system console that is used with the TS7650
Appliance products and TS7650G Gateway is the IBM
TS3000 System Console (TSSC). The ProtecTIER
TS7620 SMB appliance has integrated system console
functions and therefore does not require a TS3000
system console.

Metadata is the information that is used to track the
user data that is sent from the backup servers,
including where it is stored on the disk.

User data consists of the backup files and data sets
that are stored in the ProtecTIER system. It is the data
that the backup applications are storing on disk.

The repository is the physical disk that holds the
ProtecTIER factored data. There are two types of file
systems that make up the ProtecTIER Repository:
metadata and user data.

The connection from ProtecTIER to the backup server.

The connection from ProtecTIER to the attached disk
storage subsystem that acts as a repository.

A single ProtecTIER system. It can be a TS7650G
Gateway, TS7650 Appliance, TS7610 Appliance
Express, or TS7620 Appliance Express, and is
represented as a node from the ProtecTIER Manager
software. Stand-alone node or dual-node cluster
configurations are available. This book uses the terms
node and server interchangeably.

A web-based tool that enables a remote support
representative in IBM to view or control the
management node desktop. For more information, go
to the Tivoli AOS website at
http://www.ibm.com/support/assistonsite.
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1.1.1 ProtecTIER Appliance terminology

The ProtecTIER Appliance is the IBM self-contained virtualization solution that includes an
embedded pre-configured disk storage repository. The following terms are specific to the
TS7650 Appliance:

Disk controller The disk controller for the TS7650 Appliance is the 4.8 TB Fibre
Channel Disk Controller (Feature Code 3708). Use this feature
code for ordering or service purposes.

Disk expansion unit The disk expansion unit for the TS7650 Appliance is the 4.8 TB
Fibre Channel Disk Expansion Unit (Feature Code 3707). Use this
feature code for service purposes.

Server The 3958 AP1 server, which is based on the IBM System x3850 X5
Type 7145-AC1, was withdrawn as of 30 November 2012. During
this interim process, some replacements are available (TS7650G
Server 3958-DD5 and TS7620 Appliance 3959-SM2) with
ProtecTIER Version 3.3. The link for the withdrawal announcement
for AP1 can be found at
http://www-01.ibm.com/common/ssi/index.wss?request locale=e
n. Look for announcement number 912-173.

3959 SM1 TS7610 ProtecTIER Deduplication Appliance Express. A
self-contained virtualization solution that includes an embedded
pre-configured disk storage repository. It is no longer available
for purchase.

3959 SM2 TS7620 ProtecTIER Deduplication Appliance Express. A
self-contained virtualization solution that includes an embedded
pre-configured disk storage repository. It has a base unit, which
has two capacity versions (6 TB and 12 TB), and it can have up to
two expansion units providing more capacity (23 TB and 35 TB).

3959 EXP The 3959 EXP expansion drawer enhances the capacity and
improves the performance of the TS7620 Appliance Express. The
base unit with one field expansion drawer offers 23 TB repository
capacity. The base unit with two field expansion drawers offers
35 TB of repository capacity.

1.1.2 ProtecTIER gateway terminology

6

The TS7650G ProtecTIER Deduplication Gateway (TS7650G) is the IBM virtualization
solution that does not ship with a disk storage repository. The customer can choose a solution
from various storage options in order to build the back-end disk repository. IBM supports two
clustered pairs of TS7650G servers in a single frame.

There are four types of servers that can be used in the TS7650G:

3958 DD5 This server is the newest, high performance server (available since
May 2012), shipped with ProtecTIER Version 3.2 or higher. This
server is based on the IBM System x7145 model. When used as a
server in the TS7650G, its machine type and model are 3958 DD5.
Use this machine type and model for service purposes.
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3958 DD4 This server is a newer, higher performance server (available since
December 2010). This server is based on the IBM System x3850
X5 Type 7145-AC1. When used as a server in the TS7650G, its
machine type and model are 3958 DD4. Use this machine type and
model for service purposes.

Note: Effective August 31, 2012, IBM withdrew the 3958 DD4 from marketing. For more
information, see the IBM United States Withdrawal Announcement 912-096, June 4, 2012

3958 DD3 This server (available since March 2009) is based on the IBM
System x3850 M2 Type 7233. When used as a server in the
TS7650G, its machine type and model are 3958 DDS. It is no
longer available for purchase.

3958 DD1 This server is the original server (available since August 2008).
This server is based on the IBM System x3850 M2 Type 7141.
When used as a server in the TS7650G, its machine type and
model are 3958 DD1. IBM withdrew this product from market and
terminated support.

Disk controller The customer must choose a disk controller for use with the
TS7650G gateway. A list of compatible controllers is at the IBM
Tape Systems Resource Library website found at
http://www.ibm.com/systems/storage/tape/Tibrary.html.

Disk expansion unit The customer must choose a disk expansion unit for use with the
TS7650G gateway. A list of compatible expansion units is at the
IBM Tape Systems Resource Library website fond at
http://www.ibm.com/systems/storage/tape/library.html.

1.1.3 ProtecTIER replication terminology

Replication enables you to set rules (depending on your required replication needs) for
replicating data objects across ProtecTIER repositories. The ProtecTIER repositories can be
different in size and physical layout. Because ProtecTIER deduplicates data before storing it,
only the changes are transferred to the remote site. These rules for replicating data objects
are defined in replication policies on each ProtecTIER system.

The replication function allows TS7600 deployment to be distributed across sites. Each site
has a stand-alone or clustered ProtecTIER environment. Each ProtecTIER environment has
at least one ProtecTIER server. ProtecTIER servers come with two dedicated replication
ports. Replication ports are connected to the customer's wide area network (WAN) and are
configured on two subnets by default.

The following terms define replication in a ProtecTIER context:

ProtecTIER Replication Manager A software component that is installed on a
ProtecTIER server or a dedicated host. The
ProtecTIER Replication Manager remotely manages
the configuration of the grid (for example, grid
creation/deletion and repository membership in the
grid) In most cases, the ProtecTIER Replication
Manager is on the ProtecTIER server. An agent on
each ProtecTIER server interacts with the ProtecTIER
Manager and maintains a table of its grid members.
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Replication grid

Replication group

Many-to-One Topology Group

Many-to-Many Topology Group

Hub

Spoke

Replication grid ID

Replication grid member
Replication pairs

Replication policy

Repository unique ID (RID)

Replication time frame

A set of repositories that shares a common replication
ID and can potentially transmit and receive logical
objects through replication. A replication grid includes
up to 24 ProtecTIER repositories and the connections
between them. The replication grid is configured using
the ProtecTIER Replication Manager.

Also known as a Topology group. A replication group
defines the relationships between nodes in a grid and
determines which nodes are allowed to replicate to
other nodes. Currently, there are four types of
Topology groups: VTL many-to-one, VTL Bidirectional
(many-to-many), OST Hub mesh, and FSI
Bidirectional.

For VTL, this configuration is also known as Spoke and
Hub. Up to 12 ProtecTIER system (spokes) can
replicate to a single ProtecTIER node. (hub). The Hub
node can go into DR mode for one or more spoke
nodes simultaneously while still receiving replication
data from the remaining nodes. If the hub is a TS7620,
the maximum number of connected spokes is four.

Bidirectional replication among multiple ProtecTIER
nodes. Each node can define multiple replication
targets, with up to 12 nodes per group in an OST
topology, up to eight nodes per group in an FSI
topology, and up to four nodes per group in a

VTL topology.

For VTL, this item is a replication and a backup target.
It receives replicated data from up to 12 spokes in a
many-to-one replication group.

For VTL, this item is a backup source that can replicate
only to a single hub in many-to-one replication groups.
Spokes are not applicable in many-to-many replication
groups, as all nodes are considered to be both hubs
and spokes.

A number 0 - 63 that identifies a replication grid within
an organization.

A repository that is a member in a replication grid.

Two repositories within a replication grid that replicate
from one to another.

A replication policy is defined on a ProtecTIER server
and is made up of rules that define a set of objects (for
example, VTL cartridges) from a source repository to
be replicated to one or more target repositories.

A number that uniquely identifies the repository. The
RID is created from the replication grid ID and the
repository internal ID in the grid.

A scheduled period for replication to take place for
all policies.
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Visibility

Visibility switching

Principality/ownership

Dirty bit

Disaster recovery

Failover

Failback

This term represents whether an application backup
server can see or has visibility to a VTL cartridge. This
construct is unique to VTL technology; ProtecTIER
ensures that a tape is accessible only in one place at
a time.

The automated process that transfers the visibility of a
VTL cartridge from its master to its replica and vice
versa. Visibility switching is defined in the replication
policy. The process is triggered by moving a cartridge
to the source library Import/Export (I/E) slot. The
cartridge then disappears from the I/E slot and
appears at the destination library's I/E slot. To move
the cartridge back to the source library, the cartridge
must be ejected to the shelf from the destination
library. The cartridge then disappears from the
destination library and reappears at the source I/E slot.

An attribute that is set at the repository where an
individual cartridge can be updated or written to by a
backup application. A cartridge at its principal
repository can be in read/write (RW) or read-only (RO)
mode. At other sites, it is always RO. Each cartridge
has enabled principality/ownership for one site only.

The dirty bit attribute (in-sync) helps identify
consistency points during disaster recovery (DR).
When the dirty bit is off for a cartridge at the hub, this
cartridge is fully synchronized with the spoke. During
DR, that cartridge is fully synchronized, not only at the
consistency point, but also after the last replication
occurred. If a cartridge is out of sync during DR,
determine the particular consistency point to which the
cartridge adheres. Generally, the cartridge adheres to
the consistency point that was established the last time
that the cartridge was fully synchronized.

Disaster recovery (DR) is the process of recovering
production site data at a remote location. It includes a
way to indicate to a remote repository that the
production site went down and notifies an
administrator to initiate data recovery process.

Failover is a process of enabling the production at a
remote site when there is a critical event or disaster at
the primary site. It can be initiated intentionally if the
primary site is under threat of a catastrophe and it is
beneficial to perform takeover at the remote site with
full control.

A process that is initiated from the remote site when
the source site is again available for operation. The
process ensures that the paired repositories are
resynchronized using the least amount of bandwidth
and maintaining the most recent copies of backups.
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Remote Destination Directory Applies only to FSI replication. It is a dedicated
directory at the remote replication destination. Used to
replicate a file system’s directories and all objects that
are contained in those directories recursively.

Cloning Cloning creates a space-efficient, writable
point-in-time copy of a Replication Destination
Directory (RDD). Cloning an RDD is used for disaster
recovery (DR) testing without disrupting ongoing
replication to the RDD.

1.2 ProtecTIER basic concepts
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ProtecTIER is a Data Protection and Retention (DP&R) product that appears to the backup
servers as one of three standard interfaces:

Virtual Tape Library (VTL) A standard tape library with a robot, cartridges, and
tape drives with support for LAN-free data streams
from the hosts.

Open Storage Technology (OST)  With OST, ProtecTIER can be integrated with
Symantec NetBackup to provide backup-to-disk
without having to emulate traditional tape libraries.

File System Interface (FSI) The ProtecTIER FSI emulates file system behavior
and presents a virtualized hierarchy of file systems,
directories, and files to clients.

As data is written to the ProtecTIER device, it is examined for identical blocks of information
that already were added to the repository. This identical data is not stored again in the
repository; it is referenced as duplicate data and reduces the amount of disk space that is
required. This process is known as deduplication. The engine for ProtecTIER deduplication is
called HyperFactor.

For the deduplication process to work effectively, the data that is sent to the ProtecTIER
system must not be manipulated, that is, modified as it passes from the disk drive on the
client to the ProtecTIER system. Any change reduces or eliminates the ability of the
HyperFactor engine to recognize a subsequent version of it.
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Figure 1-1 shows the relationship between HyperFactor (HF) processing and the respective
storage savings.
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Figure 1-1 Storage savings with ProtecTIER HyperFactor

The effect and result of HyperFactor processing is a factoring ratio. In simple words, the
factoring ratio is the ratio of nominal data (as a sum of all user data backup streams) to the
occupied physical storage in ProtecTIER repository.

There are two key elements that impact your factoring ratio and effectiveness of your
ProtecTIER environments:

Data retention period The period, which is measured in days, for which the backup
application keeps the data available in its disk or tape repository.
Typical retention periods of user data and applications are not
longer than 90 days. Typical retention periods for database
backups are not longer than 30 days, but specific weekly or
monthly snapshots can be stored for months or even years.

Tip: A longer retention period increases the factoring ratio of your ProtecTIER product.

Data change rate The average percentage of data that is received from the backup
application that changed from the previous backup iteration. This
parameter is important when you size the backup repository and
planning for optimal backup windows of various applications or
systems. Examples of typical applications to be sized are
progressive forever incremental backups and online database
backups (IBM Lotus®, IBM Domino®, Oracle, SAP, IBM DB2®,
Microsoft SQL, MaxDB, and so on). The data change rate might
vary from platform to platform (from 1% to greater than 25%).

Tip: Less changing of data improves the deduplication process and boosts the
factoring ratio.
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For more information about the concepts of IBM ProtectTIER deduplication products, see
IBM System Storage TS7600 with ProtecTIER Version 3.1, SG24-7968 or go to the
following website:

http://www.ibm.com/systems/storage/tape/enterprise/virtual.html

1.2.1 ProtecTIER with deduplication disabled

12

The TS7650G can exclude the purchase of the capacity license and use the ProtecTIER
gateway as a VTL only. This enablement reduces your costs when you implement a small to
medium sized backup solution and improves restore performance.

For certain scenarios, especially in small to medium business environments, clients might
want to use existing SAN networks and disk storage subsystems for backup purposes by
using a VTL, but without deduplication techniques. This requirement is valid for backup
solutions with short-term retention periods, where the high frequency and amount of data that
is changed on the hosts daily makes restore performance from physical tape not optimal. This
situation includes, for example, the backup of large file servers with millions of small files.

In this case, clients implement the ProtecTIER gateway that is connected to the existing
supported disk storage subsystem as a repository, but with the deduplication function set to
disabled. Your environment can then benefit from the VTL by using existing storage products,
eliminating the need to buy more automated tape libraries (ATL), while still offering the
capability to use replication features.

Note: It is not possible to exclude the capacity license in ProtecTIER appliances (models
AP1, SM1, and SM2) where minimal available capacity must be always chosen.
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1.3 ProtecTIER models for open systems

This section provides an overview of the existing models of ProtecTIER servers on the
market (Figure 1-2). This section does not go in to all the technical details. For more technical
details and comprehensive information about each model, see /IBM System Storage TS7600
with ProtecTIER Version 3.1, SG24-7968 or refer to the following website:

http://www.ibm.com/systems/storage/tape/midrange/virtual.html

IBM TS7600 ProtecTIER® Deduplication Family

TS7650G ProtecTIER®
Gateway

>

Drive-throughp ut Performance,
Advanced Features

TS7650 ProtecTIER®
Appliances

TS7620 ProtecTIER®
Appliance Express

Capacity Reguirements,
Exponential Data Growth

Figure 1-2 ProtecTIER product line

1.3.1 ProtecTIER appliances

The IBM System Storage TS7600 ProtecTIER Appliances are designed and built with the
repository pre-configured on internal disk drives. Customers select one of two possible
capacity options when ordering.

IBM System Storage TS7620 ProtecTIER Deduplication Appliance
Express

Available in two configuration options, the IBM System Storage TS7620 ProtecTIER
Deduplication Appliance Express (TS7620) model 3959-SM2, is an integrated server and
storage hardware platform that ships with IBM ProtecTIER deduplication software
preinstalled. With an available repository capacity 5.5 or 11 TB, the appliance is targeted at
small or medium business backup environments (SMB). Clients can choose between VTL
configuration, OST, or the newly available File System Interface (FSI) as a backup target.
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The ProtecTIER Deduplication Appliance Express is shown in Figure 1-3.

Figure 1-3 BM System Storage TS7620 ProtecTIER Deduplication Appliance Express

The product features and hardware summary include the following items:

>

>

>

VTL, OST, or FSI support

A single 3U integrated appliance in 5.5 TB and 11 TB physical capacities
For VTL/FSI Performance, up to:

— 145 MBps backup

— 190 MBps restore

OST Performance up to:

— 130 MBps backup

— 170 MBps restore

Plug and Play installation

One LSI MegaRAID card and battery backup and six 8 GB memory DIMMs (a total of 48
GB of memory)

One-to-One, Many-to-One, and Many-to-Many replication features

IBM System Storage TS7650 ProtecTIER Deduplication Appliance

The IBM System Storage TS7650 ProtecTIER Deduplication Appliance (TS7650) is a
preconfigured solution of IBM storage products, IBM servers, and the IBM ProtecTIER data
deduplication software that is preinstalled in a standard 19-in. rack. It improves backup and
recovery operations, including remote replication with disaster recovery functions.

The solution is available in four configurations (7 TB, 18 TB, 36 TB, or 36 TB dual node
cluster) to meet the disk-based data protection needs of various organizations, from
mid-sized IT environments to enterprise data centers.
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Figure 1-4 shows a fully equipped TS7650 Appliance.
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Figure 1-4 IBM System Storage TS7650 ProtecTIER Deduplication Appliance

Here are the hardware product features:

» Emulation of up to 12 virtual libraries, 256 virtual drives, and 128,000 virtual cartridges
when in a cluster configuration.

» Up to 500 MBps or more inline data deduplication performance.

» VTL, OST, or FSI support.

» One-to-One, Many-to-One, and Many-to-Many replication to support disaster recovery.
» Preconfigured with an IBM System Storage DS5020 storage subsystem as a repository.

1.3.2 ProtecTIER deduplication gateways

IBM ProtecTIER Deduplication Gateway products offer clients the capability to use their
existing IBM or third-party disk storage subsystems and SAN infrastructure as a repository.
For a list of supported disk storage subsystems, see the TS7650/TS7650G ISV and
Interoperability Matrix at:

http://www.ibm.com/systems/storage/tape/resources.html

This section provides a brief overview that describes the available gateways.
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IBM System Storage TS7650G ProtecTIER Deduplication Gateway

The IBM System Storage TS7650G ProtecTIER Deduplication Gateway (TS7650G) shown in
Figure 1-5 is available in stand-alone and clustered configurations. For a stand-alone
configuration, one IBM machine type and model 3958-DD5 server is required (or any
previously supported model). For a clustered configuration, two 3958-DD5, 3958-DD4, or
3958-DD3 servers are required (or any combination), along with a Cluster Connection Kit,
which includes two required Ethernet switches and one network attached power switch. The
existing, withdrawn, and stand-alone 3958-DD1 servers may be upgraded to a clustered
configuration by clustering a 3958-DD1 server and a 3958-DD3 or 3958-DD5 server. The
3958-DD1 and 3958-DD4 gateway servers cannot be clustered. In all cases, the clustered
servers must be installed in the same physical frame.

Tip: To gain the maximum performance from your clustered ProtecTIER product, use two
of the same model as cluster nodes.

The disk storage array attaches to the TS7650G through Fibre Channel connections and
holds the repository of deduplicated backup data. The amount of cache that is available
depends on your disk subsystem and configuration.

Figure 1-5 IBM System Storage TS7650G ProtecTIER Deduplication Gateway

The TS7650G offers the following features and functions:
» Emulation of up to 16 virtual tape libraries and 256 tape drives per cluster node.

» Four LSI MegaRAID cards and battery backup and sixteen 4 GB memory DIMMs (for a
total of 64 GB of memory).

» Scales to 1 PB of physical back-end storage.
» Cloning of virtual cartridges to physical tapes at remote sites.

» VTL, FSI, or OST configuration, where only one of the modes can be enabled on the same
TS7650G.

Note: ProtecTIER offers true highly available active-active dual-node clustering for VTL
and OST models. The initial configuration of the FSI model is available as a
single-node configuration.
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1.4 Remote support and Call Home

Remote support is available for the TS7650G and the TS7650 Appliance through the Call
Home capability on the IBM TS3000 System Console (TSSC). The Call Home feature reports
failures that are detected by the ProtecTIER servers. Whenever a failure is detected, Call
Home sends detailed error information to the IBM Service Center (home). An IBM System
Service Representative (SSR) can then prepare an action plan to handle the problem before
he travels to the affected installation. The appliance or gateway might also periodically send
support information (such as configuration, code versions, and error logs) to IBM. Doing so
speeds up the problem determination and fault resolution process. When enabled on the
appliance and gateway, Call Home uses a connection on your Ethernet network to transmit
hardware and software problem reports to IBM. Call Home is enabled and tested by SSRs
during the initial system installation.

When the Reliability, Availability, and Serviceability (RAS) software on the ProtecTIER server
detects an error condition, Call Home sends detailed error information through the TSSC to
IBM. If the error indicates a problem with a field replaceable unit (FRU), an SSR can pre-order
the affected unit for optional replacement at the site.

The TS7650G and the TS7650 Appliance provide four Call Home capabilities:

Test Call Home The SSR sends a Test Call Home signal after you enable the
Call Home feature during the initial installation. You can also
send a Test Call Home to ensure that the setup is correct and
that the appliance or gateway can successfully open a Problem
Management Record (PMR) in the IBM Remote Technical
Assistance Information Network (IBM RETAIN®).

Problem Call Home When the RAS software detects a problem, it initiates a Call
Home operation to create a PMR in RETAIN. The PMR is a
single page of text data that enables the Support Center or an
SSR to access an action plan and a list of applicable
FRU components.

Heartbeat Call Home To ensure proper ongoing Call Home functionality, the system
can be configured to send a Heartbeat Call Home on a
regularly scheduled basis. The heartbeat interval is
user-defined.

Heartbeat interval: The optional Heartbeat Call Home can be an interval of 1 - 14 days.
Failed attempts are logged in the system console TSSC and can be monitored by
an administrator.

User-Initiated Call Home  You can manually initiate Call Home from the TSSC GUI to
collect a product engineering (PE) package.

The RAS software sends data files that might be helpful to IBM Support Center personnel for
all four types of Call Home. These data files include error logs and configuration information,
such as the Machine Reported Product Data (MRPD) log.

Important: You must configure RAS software on the ProtecTIER server before you set up
Call Home.
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The TSSC is a service tool that must be present in an IBM supported TS7650G or TS7650
Appliance. You can either order a TSSC with your appliance or gateway, or use a TSSC
already installed at your site.

Important: Although it is possible to operate a TS7650G or TS7650 Appliance without a
connected TSSC, IBM does not support this configuration.

All TS3000/TSSC related tasks are IBM support personnel responsibility.

1.4.1 How to set up Call Home
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This section provides an overview and the necessary steps to configure and test the Call
Home feature and how to find these events in the system console.

Important: Be sure to complete the Call Home test message process. Failure to verify that
Call Home is working correctly on the new system can result in Call Home messages that
fail to send.

You must configure RAS software on the ProtecTIER server before you set up Call Home.

To set up Call Home, complete the following steps:

1. Log on to the ProtecTIER system and access the ProtecTIER service menu by enter the
menu command. The menu that is shown in Example 1-1 opens.

Example 1-1 Initial screen of ProtecTIER service menu

1) ProtecTIER Configuration (...)
2) Manage ProtecTIER services (...)
3) Health Monitoring (...)

4) Problem Alerting (...)

5) Version Information (...)

6) Generate a service report

7) Generate a system view

8) Update ProtecTIER code

E) Exit

>>> Your choice?

2. Select the Problem Alerting option and press Enter. The screen that is shown in
Example 1-2 opens. Select Enable/Disable Call Home.

Example 1-2 Call Home options in ProtecTIER service menu

ProtecTIER Service Menu running on rasddx
Problem Alerting (...)

1) Enable/Disable Call Home

2) Send a Test Call Home

3) Configure Call Home Heartbeat frequency
4) Send a Heartbeat Call Home

IBM ProtecTIER Implementation and Best Practices Guide



5) Enable/Disable Notification by email
6) Test Email Notification

7) Activate Call Home Polling Function
B) Back

E) Exit

>>> Your choice?

If you receive a message that states that Call Home is already enabled, ignore the
message and continue.

3. Enter the number that corresponds to Send a Test Call Home and press Enter. After a few
seconds, you should receive the following message:

Test Call Home sent successfully

The TS3000 system console’s Call Home Queue should have the test message listed as a
pending transmission.

4. Right-click an empty area of the TSSC desktop and click System Console Actions —
Console Configuration Utility — Call Home Queue. If prompted for a user name and
password, enter service for both.

If the Call Home Queue is empty, the call already might have been sent to the IBM
Customer Configuration Profile File (CCPF) system.

Important: Each TS7650 server must be under valid warranty or Maintenance
Agreement (MA) coverage or it is rejected and no record or Problem Management
Report (PMR) is generated for the Call Home event.

5. Click Call Home Event Log in the Call Home Queue and navigate to Browser
Functions — Call Home Log. Check for the records that contain the serial number of the
applicable server.

— If the record appears in the log, the test completed successfully.

— If the record does not appear in the log, and service code 20 is registered for this
system, and you are certain that the server has a valid warranty and MA coverage,
contact the next level of support. If service code 20 is not registered, disregard
this check.

6. Close any open browser windows and initiate the configuration of Call Home
Heartbeat frequency.

1.5 ProtecTIER command-line interface

This section provides a brief overview of the ProtecTIER command-line interface (ptcli). The
ptcli is run from the workstation or on the ProtecTIER node. The ptcli is a low-level entry point
into the ProtecTIER system. It provides information that can be formatted and queried to
provide wanted data, and direct the output to a file for persistent storage. This information
provides the administrator with data that provides insight into the long-term operation of the
system’s performance, capacity, configuration, and effect of operational changes on the
system. The information can be used as input to the administrator’s other

management applications.
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The ptcli is loaded during the installation of ProtecTIER software and ProtecTIER Manager
software. The ptcli can be used to complete any of the following tasks:

» Configure ProtecTIER (including configuration of a ProtecTIER repository and
configuration of ProtecTIER virtual tape libraries).

» Monitor ProtecTIER (including statistics of virtual tape libraries and statistics about
the repository).

» Take snapshots of and filter ProtecTIER virtual tape cartridges (mostly used for
DR scenarios).

For more details about how to install and use the ptcli, refer to Appendix A, “Command Line
Interface” of IBM System Storage TS7600 with ProtecTIER Version 3.3, SG24-7968.
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Deduplication considerations

This chapter describes the ProtecTIER data deduplication concepts, methods, and system
components. This chapter also elaborates on the benefits of data deduplication with
HyperFactor, and on general ProtecTIER deduplication considerations. This chapter also
describes data type candidates for high factoring ratios, and describes data types that can
have a negative impact on factoring ratios.

This chapter describes the following topics:

HyperFactor data deduplication

ProtecTIER HyperFactor deduplication processing
Components of a ProtecTIER system

Benefits of ProtecTIER HyperFactor

General ProtecTIER deduplication considerations
Data types
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2.1 HyperFactor data deduplication
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Data deduplication is used to reduce the space that is needed to store data on disk. This
situation is achieved by storing only a single instance of data that is backed up repetitively.
Data deduplication is not a storage device; it is a function of a system, for example, a VTL, an
OST APl interface, or a File System Interface (FSI). Data deduplication is not an I/O protocol,
but it requires an I/O protocol for data transfer, for example, Fibre Channel Protocol (FCP),
Common Internet File System (CIFS), Network File System (NFS), or an application
programming interface (API).

With deduplication, repeated instances of identical data are identified and stored in a single
instance, as shown in Figure 2-1. This process saves storage capacity and bandwidth. Data
deduplication can provide greater data reduction than previous technologies, such as
Lempel-Ziv (LZ) compression and differencing, which is used for differential backups. It does
not always make sense to use data deduplication because not all types of data can be
deduplicated with identical efficiency. Data deduplication might interfere with other
technologies, such as compression, encryption, or data security requirements. Data
deduplication is not apparent to users and to applications.

| Data Object / StreamQ Data object or stream is subject for deduplication

| | | | | | | | | | Data object is split in chunks (fixed or variable size) -
chunking

[A|B|C|DIA]E[F|F|D| Foreach chunk an identity characteristic is determined

Determine duplicate chunks
Identical Chunks are referenced (pointer, reference)
Non-identical chunks or single instances are stored
Compression may be performed in addition.

[ Identical Chunks

Figure 2-1 Simplified data deduplication process

With data deduplication, the incoming data stream is read and analyzed by the ProtecTIER
HyperFactor algorithm while it looks for duplicate data. Using inline processing, ProtecTIER
ensures high performance, scalability, and 100% data integrity while it compares data
elements of variable size to identify duplicate data. After the duplicate data is identified, one
instance of each element is stored, pointers are created for the duplicate items, and the
duplicate items are not stored but only referenced.

The effectiveness of data deduplication depends on many variables. The data change rate,
the amount of new data that is backed up, the number of backups, the amount of repetitive or
similar data in your backups, and the data retention period have a major impact on the
effectiveness of data deduplication. For example, if you back up the exact same
uncompressible data once a week for six months, you save the first copy and do not save the
next 24, which would provide a 25:1 data deduplication ratio. If you back up an
uncompressible file on week one, back up the exact same file again on week two and never
back it up again, you have a 2:1 deduplication ratio.
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A more likely scenario is that some portion of your data changes from backup to backup so
that your data deduplication ratio changes over time. For example, assume that you take
weekly full and daily differential incremental backups. Assume that your data change rate for
the full backups is 15% and for the daily incrementals is 30%. After 30 days, your
deduplication ratio might be around 6:1, but if you kept your backups up to 180 days, your
deduplication ratio might have increased to 10:1.

These examples, and the remainder of this book, describes the deduplication ratio as being
the nominal data (total backup data that is received) divided by the physical data (amount of
disk space that is used to store it).

Data deduplication can provide storage savings, but the benefit that you derive is determined
by your data and your backup policies. Workloads with a high database content generally
have the highest deduplication ratios. However, product functions such as IBM Tivoli Storage
Manager Incremental Forever, Oracle RMAN, or LiteSpeed for SQL Server, can affect the
deduplication ratio. Compressed, encrypted, or otherwise scrambled workloads typically do
not benefit from deduplication because the potential deduplication candidates are no longer
similar. For more information, see 2.6, “Data types” on page 34.

2.1.1 HyperFactor, deduplication, and bandwidth savings

The cornerstone of ProtecTIER is HyperFactor, the IBM technology that deduplicates data
inline as it is received from the backup application. ProtecTIER bandwidth-efficient
replication, inline performance, and scalability directly stem from the technological
breakthroughs inherent to HyperFactor. HyperFactor is based on a series of algorithms that
identify and filter out the elements of a data stream that was stored by ProtecTIER. Over time,
HyperFactor can increase the usable capacity of an amount of physical storage by 25 times
or more.

With replication, the data reduction value of HyperFactor is extended to bandwidth savings
and storage savings for the Disaster Recovery (DR) operation. These performance and
scalability attributes are critical for the DR operation, in addition to the primary site data
protection operation.

When new data is received by the ProtecTIER native replication technology, HyperFactor
finds any similar data elements that are already stored. This search is quick and uses a small
and efficient memory-resident index. After similar data elements are found, HyperFactor can
compare the new data to the similar data to identify and store only the byte-level changes.

With this approach, HyperFactor can surpass the reduction ratios that are attainable by any
other data reduction method. HyperFactor can reduce any duplicate data, regardless of its
location or how recently it was stored. When new data is received, HyperFactor checks to see
whether similar data is already stored. If similar data is already stored, then only the
difference between the new data and previously stored data must be retained. This technique
is an effective and high performance one for identifying duplicate data.

Data deduplication using the HyperFactor technology identifies data similarities and checks
those similarities against the fixed size Memory Resident Index every time new data is
received. When similar matches are found, a binary differential comparison is performed on
similar elements. Unique data with corresponding pointers is stored in the repository and the
Memory Resident Index is updated with the new similarities. Existing data is not stored again.
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HyperFactor data deduplication uses a fixed size 4 GB Memory Resident Index to track
similarities for up to 1 PB of physical disk in a single repository. Depending on the data
deduplication ratio for your data, you could store much more than 1 PB of data on your disk
array. For example, with a ratio of 12:1, you could store 12 PB of data on 1 PB of a disk array.
With the Memory Resident Index, HyperFactor can identify potentially duplicate data quickly
for large amounts of data and it does this action on data ingest, or inline, reducing the amount
of processing required for your data.

The read-back rate of the ProtecTIER deduplication technology is generally higher than the
write rate to the system because there is no risk of fragmentation. No access to the index or
heavy computation is required during a restore activity. It requires only that you open
metadata files and fetch the data according to the pointers that they contain.

2.2 ProtecTIER HyperFactor deduplication processing

Data deduplication is performed while the data is being backed up to the ProtecTIER (inline)
server, in contrast to after the data is written to it (post processing). The advantage of inline
data deduplication is that the data is processed only once and there is no additional
processing that is performed after the backup window. Inline data deduplication requires less
disk storage because the native data is not stored before data deduplication.

2.3 Components of a ProtecTIER system
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The ProtecTIER data deduplication system consists of three main components. Two of these
components, the ProtecTIER server and the HyperFactor deduplication software, are always
bundled together for your convenience. Depending on the model of ProtecTIER you look at,
you might have a bundled disk storage subsystem. You can provide an individual storage
subsystem, or even to share an existing one. For an overview of ProtecTIER models, see 1.3,
“ProtecTIER models for open systems” on page 13.
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The components that are shown in Figure 2-2 are covered in the following three sections.

New Data Stream Repository

HyperFactor™

ProtecTIER™
Server

Backup Servers

Figure 2-2 ProtecTIER components

2.3.1 ProtecTIER server

Every ProtecTIER deduplication system uses a server with an operating system on which the
HyperFactor software runs. The TS7620 Appliance Express comes as a bundle that allows up
to 145 MBps performance. The TS7650 Appliance comes with servers configured to allow up
to 500 MBps performance. The TS7650G server is a high-performance configuration with
four 10-core processors (DD5) and 64 GB of memory. A ProtecTIER high-availability,
active-active cluster configuration is available with the TS7650 Appliance and the TS7650G
solution. You can have up to two servers in a ProtecTIER cluster solution.

Upgrades: With ProtecTIER Version 3.2, the TS7620 Appliance Express (SM2) can
replace the TS7610 Appliance Express (SM1). For a comparison of the TS7610 Appliance
Express and the TS7620 Appliance Express, see the IBM System Storage TS7610 and
TS7620 ProtecTIER Deduplication Appliance Express ProtecTIER User's Guide for VTL
Systems, GA32-0916, the IBM System Storage TS7610 and TS7620 - ProtecTIER
Deduplication Appliance Express - ProtecTIER User's Guide for OpenStorage,
GA32-2230, or the IBM System Storage TS7610 and TS7620 - ProtecTIER Deduplication
Appliance Express - ProtecTIER User's Guide for FSI and NFS, GA32-2231.

2.3.2 HyperFactor deduplication algorithm

The HyperFactor data deduplication solution can be ordered in three different styles. There is
a virtual tape library (VTL) interface, the open storage (OST) APl interface, and the file
system interface (FSI) with common internet file system (CIFS) and network file system
(NFS) support. As the different interface methods cannot be intermixed, you must choose one
or deploy multiple ProtecTIER models simultaneously.
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Note: With the ProtecTIER FSI model, you can have CIFS and NFS connectivity with the
same machine.

2.3.3 Disk storage subsystem

Data that is processed by the ProtecTIER HyperFactor data deduplication software is stored
on disk. The ProtecTIER appliance systems, for example, TS7610 Appliance Express,
TS7620 Appliance Express, and TS7650 Appliance, come prebundled with disk storage
included in a ready to run configuration. The ProtecTIER TS7650G Gateway server attaches
to a wide variety of disk storage subsystems that separately must be made available. For a
list of supported disk systems, see TS7650/TS7650G ISV and Interoperability Matrix at the
following website:

http://www.ibm.com/systems/storage/tape/resources.html

Compression: ProtecTIER does not require more compression to be effective.
ProtecTIER performs compression after the deduplication process completes, unless you
decide to turn off compression, which is not recommended. Allocation of disk arrays for
ProtecTIER that perform their own compression is not recommended, as there is no
additional benefit.

If you want to use encryption, attach ProtecTIER to a back-end storage system that
supports encryption instead of backing up encrypted data to ProtecTIER. This action has a
beneficial effect on your data deduplication ratio.

The ProtecTIER back-end storage subsystem must be a random access disk storage
subsystem from the supported back-end storage list. Consult the TS7650/TS7650G ISV and
Interoperability Matrix.

Attaching a physical tape drive: Attaching a physical tape drive directly to a ProtecTIER
system is not supported. However, operating your backup application with a combination of
ProtecTIER and physical tape drives is feasible.

2.4 Benefits of ProtecTIER HyperFactor

When appropriately deployed, data deduplication can provide benefits over traditional
backups to disk or virtual tape libraries. Data deduplication enables remote vaulting of backup
data using less bandwidth because only changed data is shipped to the remote site.
Long-term data retention for local or offsite storage might still be achieved most economically
with physical tape.

2.4.1 Flexibility
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ProtecTIER is independent from the backup application. You can combine multiple backup
applications from different vendors to work with one single ProtecTIER solution. All attached
backup solutions directly benefit from the whole ProtecTIER deduplication potential. There is
no drawback in sharing the repository with multiple backup applications.
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2.4.2 High availability

ProtecTIER offers true highly available active-active dual-node clustering for VTL and OST
models. Mimicking the behavior of a physical tape library, you can use the ProtecTIER
solution to access your data even if a node is unavailable. The initial configuration of the FSI
model is available as single node.

2.4.3 High performance, reduced storage requirements, and environment

friendly

Data deduplication can reduce the amount of disk storage that is required to store data and
keep it online. Performing restores from disk can be faster than restoring from tape, and
having the data online for longer periods reduces the possibility that the required data might
be shipped offsite. Inline deduplication has no need for more post-processing space and
therefore further reduces space requirements. If data deduplication reduces your disk storage
requirements, the environmental costs for running and cooling the disk storage are

also reduced.

2.5 General ProtecTIER deduplication considerations

The following general considerations of ProtecTIER deduplication can help you better
understand the “do's and don'ts” of deduplication.

2.5.1 Rethinking your overall backup strategy

The best practices for ProtecTIER can be achieved by adopting your environment by using
the examples that are provided in this chapter. Be sure to revisit your backup strategy from a
greater perspective. One of the biggest benefits of ProtecTIER is fast restore performance.
Most clients are more interested in quickly restoring their data if the need should arise, as
opposed to quickly backing up their data. Restoring your data quickly and efficiently is crucial
to business continuity.

Rethink the method that you use to do backups to allow the fastest restore possible. For
example, backing up data to a ProtecTIER server with only a few streams and by using only a
few mount points is no longer necessary. Think big; it is all virtual and virtual tape drives are
available at no additional cost.

Keeping the number of used cartridges low to save money no longer applies in the virtual
world of ProtecTIER. Using as many cartridges in parallel as possible, to some extent, is a
good idea. The maximum number of cartridges in a VTL is greater than 65,000. You do not
need to use all of them, but you should plan on using more virtual resources than you would
use physical resources. This guideline is true for virtual tape drives and virtual tape
cartridges. This general approach is also true for OST and FSI deployments.

If you use methodologies such as client compression to reduce the load on your network, you
might want to rethink compression as well. Most pipes are “fat”, meaning that your
infrastructure has plenty of bandwidth to allow many uncompressed backups. This situation
ensures faster backups and faster restores. This situation is true for network and Fibre
Channel infrastructures. LAN-free backups within your data center can be possible if you do
not have infrastructure bandwidth congestion.
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If you perform incremental backups, especially for your databases, you might also want to
rethink this process for critical applications. Multiple full backups, especially on a high
frequency schedule, might appear to be a waste of space, but this situation is where you can
benefit the most from ProtecTIER deduplication. A ProtecTIER server has the best
deduplication, the highest backup speed, and the highest restore speed if you write multiple
full backups of the same objects to it. Your infrastructure should be up to the challenge
because resources tend to sit idle during non-backup hours. So why not increase the usage
of your already available resources?

As an additional benefit, the restore performance is further increased by the reduced number
of restore steps. With ProtecTIER technology, you do not need to restore your database by
first restoring the latest full backup, then multiple incremental backups, and finally applying
the database logs. Simply restoring the latest full backup and applying the logs is sufficient to
be at your recovery point objective (RPO).

Evaluate these suggestions with your data protection peers, staff, and infrastructure
strategists to transform your data protection strategy and achieve the most out of your
solution. This task is not always easy. If you cannot change the current setup now, at least
make sure that you have an impact on the planning for future deployments.

2.5.2 The number 32: The ProtecTIER product is not physical tape
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When you use the ProtecTIER product, you encounter the number 32 many times. The
potential number of arrays in the back end is 32. The number of parallel streams to use with
your backup application is 32. The recommended number of tape drives to emulate with your
ProtecTIER system is also 32.

Exception: Every rule has its exceptions. The estimated number of client sessions that
are needed to saturate a maximum performance configuration of ProtecTIER is 32 for VTL,
128 for OST, and 16 for FSI.

What all of these statements have in common is that they highlight that the general mode of
operation of the ProtecTIER system is different from a physical tape drive. Be it virtual tape
libraries (VTL), an OST API interface, or the FSI, all of the modes of interfacing with the
ProtecTIER system behave differently from a physical tape drive. The modes also behave
differently than classic random access disks. A ProtecTIER system prefers to work with
multiple parallel streams, with each of the streams using a sequential pattern of its own.
Because of this situation, a massively parallel way of interfacing with a ProtecTIER system is
preferred for a single stream operation. This situation is true for the front-end communication
between your backup application and ProtecTIER and for the back-end communication of the
ProtecTIER Gateway with its back-end storage. If you, for example, are limited to four
streams per backup client, back up multiple clients to the ProtecTIER system at the same
time. The throughput of one single client might not range up to your expectation, but the
combined throughput of multiple clients with multiple streams achieves your

wanted performance.

The guideline of the number 32 is a starting point, and gives you an idea of the dimensions
we are talking about. The average number of physical tape drives used might be one, two,
four, or eight in the most standard cases. A ProtecTIER system should be used with 32
streams, maybe even 64 or 128, or even more, especially for high performance gateway
installations. This general guideline is true for the VTL, OST, and FSI versions of a
ProtecTIER system. As stated above, the estimated number of client sessions that are
needed to saturate a maximum performance configuration of a ProtecTIER system is 32 for
VTL, 128 for OST, and 16 for FSI.
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2.5.3 Data reduction technologies should not be combined

ProtecTIER data deduplication is a data reduction technology. Compression is another data
reduction technology. IBM Tivoli Storage Manager is an example of an application that
provides its own brand of compression and deduplication. Tivoli Storage Manager also offers
incremental forever backup, which can be thought of as a data reduction technology. With
incremental forever backup, only changed data is backed up. There are many other potential
data reduction technologies.

Attention: Do not combine multiple data reduction technologies, as there is no benefit in
compressing or deduplicating data multiple times. If your goal is to achieve a high
deduplication ratio, disable all other data reduction technologies.

If you prefer to combine another data reduction technology with a ProtecTIER solution, there
is a solution without deduplication that is also available. Ask your IBM marketing
representative for a ProtecTIER solution without a capacity license.

Some of the scenarios that allow the combination of data reduction technologies are
described in this section. For example, you can combine the IBM Real-time Compression™
Appliance (RTCA) with a ProtecTIER solution to even further increase your storage savings.
For more information about a ProtecTIER solution with RTCA, see 13.2.1, “Combining RTCA
and IBM ProtecTIER deduplication”, in Introduction to IBM Real-time Compression
Appliances, SG24-7953.

Tivoli Storage Manager can combine both compression and deduplication within itself. The
details are explained in Chapter 4, “Introduction to IBM Tivoli Storage Manager
deduplication”, in Implementing IBM Storage Data Deduplication Solutions, SG24-7888.

IBM DB2 database software can handle data in a way so that it can be compressed within
DB2 but still achieves high deduplication ratios. For more information about using DB2
compression with a ProtecTIER repository, see 20.4.1, “Combining DB2 compression and
ProtecTIER deduplication” on page 328.

2.5.4 Data streams must be in order

Many technologies that are available for improving performance and throughput for physical
tape drives do not work well with deduplication. Multiplexing, for example, shuffles the data,
s0 you cannot identify potential candidates for deduplication in the data stream. If you aim for
a narrow backup window, increase the number of streams, increase parallelism, and disable
multiplexing. Disabling multiplexing improves the HyperFactor process and

increases performance.

Encryption also results in shuffled data. A small change in an encrypted file results in a file
that appears different to a deduplication solution. Potential deduplication candidates cannot
be identified, as the patterns do not match anymore. If you plan to use encryption with your
ProtecTIER deduplication solution, implement storage subsystem-based encryption for your
ProtecTIER repository. This situation does not affect your HyperFactor duplication

factoring ratio.

Analyze your environment for other potential data shuffling causes and aim at
eliminating them.
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2.5.5 Data organization within your ProtecTIER repository

The ProtecTIER repository is the place where your deduplicated data is stored. You can
define one or many virtual tape libraries (VTLs) with multiple slots and cartridges. You can
define one or many storage units for the OST API, or you can have multiple file shares for the
FSI. No matter what type of ProtecTIER repository you use, logically segment your data and
group similar backup types together. This setup allows detailed deduplication analysis that is
based on cartridge granularity that done by your SSR. If you can supply a list of virtual
cartridges, or a virtual cartridge range that contains one special type of backed up data for
detailed analysis, this setup provides valuable data that you use to improve your data
protection environment.

Organization: Apply a meaningful organization scheme to your backup data. For VTL,
multiple slots and cartridges should align to different barcode ranges. For FSI, dedicated
directories with meaningful names should align to dedicated backup servers.

2.5.6 The dynamics of the ProtecTIER repository

30

In addition to the data that you write into your ProtecTIER repository, there are two other
major effects of the ProtecTIER repository that must be understood. First, the repository
dynamically reacts to the quality of your data. If the data you back up to the ProtecTIER
repository suddenly changes and allows a higher deduplication ratio, the repository adapts
and can store more data. If the quality of your data changes and allows only a reduced
deduplication ratio, the ProtecTIER repository also reacts to this change, and less data can
be stored.

Repository size: The ProtecTIER repository size is calculated by the formula “Physical
Repository Size” x “HyperFactor Ratio” = “Available Free Space for you to write to”
(Nominal Free Space).

If your HyperFactor ratio changes, the available space for you to write to adapts.

A ProtecTIER repository is not directly aware of your data retention requirements. A
ProtecTIER repository stores all data unless told otherwise. It is especially important for VTL
emulations to specify whether you still need the data. As an example, Tivoli Storage Manage
uses the relabel scratch option of its library definition to communicate to the ProtecTIER
repository that the space of the virtual cartridge can be freed up. Other backup applications
might rely on housekeeping scripts to initiate a label sequence / write sequence from the
beginning of tape, which has the same effect. Make sure to regularly free up unused space.
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After you release the unused space, it becomes marked as “Pending” within the ProtecTIER
repository. The ProtecTIER repository then automatically uses internal processes to optimize
the available space for future backups. Internal “Deleter” processes reduce the “Pending”
space and, within the process, create “Fragmented” space. Internal “Defragger” processes
then reduce the “Fragmented” space. In the right side of the pie chart in the ProtecTIER GUI
(Figure 2-3), you can see the Nominal data, which displays 16.9 TB of Pending space.

Capacity
. g

T T - e

e

Physical Nominal
B used: J6.4TB | | Backup; 942 TB
[ Fragmented: 653.8 GB B Replication: 0.0 MB
[ slocable; 4,750.7 GB [ pending: 16.9 TB
B aiocable: 139 TB
Total: MN.7 TB Estimated total space; 1251 TB
| &) View resources

Figure 2-3 ProtecTIER repository with pending nominal space

As a result of this operation, some fragmented space can occur, as shown in the pie chart on
the left in Figure 2-3. Further ProtecTIER internal housekeeping eliminates that space. The
newly reworked repository is perfectly aligned to your next incoming backup.

2.5.7 ProtecTIER repository usage

From a technical standpoint, there is no problem with having a ProtecTIER repository that is
100% used. After you reach a steady state where daily housekeeping frees up enough space
to allow daily backups, a high usage is possible. But in reality, data tends to grow, so sooner
or later you might face changed requirements for your ProtecTIER repository size. You
should configure an automated message that informs you when the repository usage crosses
a specified threshold value. Depending on the time you need to prepare a capacity upgrade
of the ProtecTIER back-end storage, values greater than 80% or 90% can be selected to
allow ample time for preparation.
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To reach the configuration window, click System — Configuration within the ProtecTIER
Manager GUI, as shown in Figure 2-4.
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Figure 2-4 ProtecTIER Manager GUI

Click Physical Space Threshold Alerts and select the values for information and warning
messages, as shown in Figure 2-5.
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Figure 2-5 Physical Space Threshold Alerts

Important: If you face an out-of-space condition, adding more virtual cartridges to a VTL
does not allow you to store more data to your ProtecTIER repository. You must expand
your repository by adding more physical disks to the back end to store more data.
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2.5.8 Compression

Compression has a negative effect on your deduplication ratio. It effectively shuffles the data
sent to the ProtecTIER repository, making pattern matching difficult. As expected, this action
affects data matching rates. The ProtecTIER repository compresses the data before it is
written to the back-end physical disk. To avoid this negative effect, disable any compression
features for the ProtecTIER that are defined in the backup server. Client compression should
be disabled as well.

Compression: Compression can hide in unexpected places. Table and Row compression
features of databases, IBM Lotus Notes® compaction technology, compressed files, and
*.mpeg files are all examples of compressed data. Compressed data files are not
necessarily easily identified, but still lower your HyperFactor deduplication ratio.

2.5.9 Encryption

Encryption has a negative effect on your deduplication ratio. It makes each piece of data that
is sent to the ProtecTIER repository unique, including duplicate data. This situation affects the
data matching rates and the factoring performance. Even if the same data is sent each time,
it appears differently to the deduplication engine, as shown in Figure 2-6. To avoid this

negative effect, disable any encryption features working with data that is sent to ProtecTIER.
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Figure 2-6 Challenges combining encryption with data deduplication

Encryption: If you prefer to run your environment with encryption, consider enabling disk
storage-based encryption, for example, IBM System Storage DS8000® encryption. If you
prefer to have client side encryption enabled, consider using a ProtecTIER solution without
deduplication, as described in 2.5.3, “Data reduction technologies should not be
combined” on page 29.
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2.5.10 Database logs and other data types with high data change rates

If you have specific data with high change rates, you might decide to point the backup of this
data to a target other then ProtecTIER repository to maximize your deduplication ratio within
ProtecTIER. For example, database logs are known to have a high change rate, namely
100%. As database logs track all changes within the database, they are never identical.
Consider multiple ProtecTIER deployments, some with deduplication enabled and some with
deduplication disabled if you prefer to store data on virtual tape libraries (VTL).

Backing up database logs: There is no issue with backing up database logs to a
ProtecTIER repository, but be aware that it has an impact on your deduplication ratio.

2.5.11 Multiplexing

Multiplexing has a negative effect on your deduplication ratio. It mixes up the bits of data from
many different clients. This situation makes it harder to detect segments of data that exist, so
the HyperFactor and compression are greatly reduced. If you want to avoid this situation,
disable any multiplexing features in your backup environment. To meet your backup window
needs, increase the number of streams and the parallelism of the backup operation.

2.5.12 Tape block size

A large tape block size positively affects your deduplication ratio. To optimize the backup
server, set the block size for data that is sent to the (virtual) tape drives to be at least 256 KB.
This situation positively affects your HyperFactor deduplication ratio.

2.5.13 File size

Many small files (less than 32 KB in size) have a negative effect on your deduplication ratio.
They do not factor well, although the built-in compression might reduce their stored size. If
you have a special application that generates many of these files, they are probably not good
deduplication candidates.

2.6 Data types

Deduplication is primarily influenced by the type of data you have. Depending on whether the
data is structured to a high degree or unstructured, and possibly already compressed,
deduplication yields a higher or lower ratio. For more information about data types, see
Chapter 20, “Application considerations and data types” on page 315.

2.6.1 Candidates for a high factoring ratio

Potential candidates for a high deduplication ratio are all kinds of structured data. For
example, databases are perfect candidates for deduplication, as is email. Most applications
that deal with structured data, such as databases and email, offer some compression to
reduce the amount of storage the application needs. Because these types of data are good
candidates for data reduction in general, many application vendors already have
implemented some compression, compaction, or defragmentation. Turning off these
application internal data reduction technologies or ensuring that they do not affect the backup
data stream allows for high deduplication ratios.
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For an example of effectively using DB2 compression with a ProtecTIER repository, see
20.4.1, “Combining DB2 compression and ProtecTIER deduplication” on page 328.

2.6.2 Candidates for a low factoring ratio

Data types that are unstructured have a negative impact on the achievable data deduplication
ratio. Image data is an example of this type of data. Some image formats are *. jpg, *.exif,
*tiff, or *gif. All of them come with compression that shuffles the data and reduces the
achievable deduplication ratio. This situation is also true for video formats such as *.mpg,
*.mp4, *.3gp, *.flv, or *.asf. All of these data types are also compressed, which affects your
deduplication ratio in a negative way.

The same situation generally applies to voice or audio data. Formats such as *.mp3, *.aac,
*.09g, *.wma, or *.mda are also compressed. Backing up image files, video files, or audio files
to a ProtecTIER repository results in a combination of data reduction technologies. This
situation produces low deduplication ratios, as already reduced data cannot be reduced again
(for more information, see 2.5.3, “Data reduction technologies should not be combined” on
page 29).

All the mentioned file types include compression. This compression does not work well with
data deduplication. For the same reason, archives are also not good deduplication
candidates because most archives are already compressed. File types such as *.zip (Phil
Katz zip, such as pkzip and pkunzip), *.gz (GNU zip, such as gzip and gzip -d), *.rar, or
*.tgz all use a compression algorithm.

Note: If you back up a compressed or encrypted file multiple times without changing it
between the backup cycles, you have a high deduplication ratio. Multiple full backups of
identical data yield high deduplication ratios. Changing only one single file within a huge
compressed archive affects the whole data structure of that archive, which does not result
in good deduplication.
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Virtual Tape Library guidelines

This chapter describes general best practices for optimizing the ProtecTIER Virtual Tape
Library (VTL). It describes VTL concepts, methods, and system components.

This chapter also describes the procedure and best practices for creating and configuring
virtual libraries for optimal performance.
This chapter describes the following topics:

» ProtecTIER Virtual Tape Library introduction
» General best practices for the Virtual Tape Library
» Setting up the virtual library and cartridges

© Copyright IBM Corp. 2012, 2013. All rights reserved.
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3.1 ProtecTIER Virtual Tape Library introduction

The ProtecTIER VTL service emulates traditional tape libraries. By emulating tape libraries,
you can use ProtecTIER VTL to switch to disk backup without having to replace your entire
backup environment. Your existing backup application can access virtual robots to move
virtual cartridges between virtual slots and drives. The backup application perceives that the
data is being stored on cartridges while the ProtecTIER product stores data on a
deduplicated disk repository.

3.2 General best practices for the Virtual Tape Library

A ProtecTIER Virtual Tape Library (VTL) can be optimized by the following these
simple rules:

»

Create more slots than are needed for future growth in the number or cartridges. Adding
cartridges while there are free slots available is an online procedure, while adding more
slots to the library is an offline procedure.

Create cartridges with a fixed cartridge size. You can accomplish this task by selecting
Max Cartridge Growth in the tape cartridges creation menu.

Create small cartridge sizes to allow as much parallelism as possible. The VTL emulates a
physical tape library. So virtual cartridges behave in the same manner as physical
cartridges with sequential access. If you have many drives and large tape sizes, you might
encounter a situation where the backup or restore is waiting for a large sized tape that is
being used by another backup session. If you have small tapes with a capacity of 100 GB,
for example, you decrease the probability of wait times for backup and

restore operations.

If you have a physical tape library that is connected to the same backup application that is
using ProtecTIER, make sure that the libraries use different barcode ranges. This action
avoids tape access conflicts and facilitates the identification of which tape is physical and
which tape is virtual.

Create only the number of cartridges that your repository can handle, maybe even fewer
to control the repository allocation of different VTLs. You can estimate the size of a
repository by multiplying the real size of the repository by the HyperFactor ratio. Then,
divide it by the tape size and determine the optimized number of tapes.

Important: Be careful not to overestimate the repository size. Wait until the backup
application sends some data to provide a better view of the real deduplication ratio.

3.3 Setting up the virtual library and cartridges

You can use the ProtecTIER Manager to create virtual tape libraries where the backup
application stores your data. These libraries and their components are part of the virtual
tape service.

38 IBM ProtecTIER Implementation and Best Practices Guide



3.3.1 Creating libraries

Tip: Use the Scan button of the Fibre Channel port attributes pane to verify that the ports
of the ProtecTIER system to which the virtual devices of the library are assigned are
connected to the correct host. For more information, see Chapter 11, “Monitoring and
reporting”, in IBM System Storage TS7600 with ProtecTIER Version 3.1, SG24-7968.

To create a library on a ProtecTIER system, complete the following steps:

1. Log on to the system on which you want to add a library.

2. From the menu bar, click VT — VT Library — Create new library. The Create new library
wizard Welcome window opens (Figure 3-1).

IBM ProtecTIER® Manager
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Figure 3-1 Create new library - Welcome window
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3. Click Next. The Library details window opens (Figure 3-2).
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Library name

Choose a name for this library.

YT name: [WTLO|

[ 4 Prev ]I Mest b | | Finish ” Cancel ]

Figure 3-2 Create new library - Library details window

4. Inthe ProtecTIER VT name field, enter a name for the library.
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5. Click Next. The Library Type window opens (Figure 3-3).

IBM ProtecTIER® Manager

g

Create new library ™

& \Melcome

W Library details
Library type
Tape model
Tape drives
Azzigniment
Cartridges
Slots

Report

Instructions

Specify the library type.

Library type
J “endor narme J Procuct J Revision J
@ ATL P3000 0100
@ DTC WTF 0100
® IEM 153500 0100
@ IEM W-TS3500 0100

’ A Prey “ Mext b | | Finizh H Cancel ]

Figure 3-3 Create new library - Library type window

By default, IBM TS3500 is selected. The functionality of the TS3500 and the

IBM V-TS3500 is the same.

Attention: Verify that the backup application that you are using supports the type of

library model that you select:

» If you are using Symantec NetBackup software, you should select V-TS3500.
» If you are using Tivoli Storage Manager software, or any other backup application,

you should select TS3500.
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6. Click Next. The Tape model window opens (Figure 3-4).

IBEM ProtecTIER®* Manager

Create new library ™ Instructions

W Welcome

Specify the tape drive model.
W Library details

& Library type

Tape model

Tape model

T: dri
APE Crives | wendor name | Product | Revision |

Azzigrimerit ® IEh ULT3580-TDS 2410

Cartridges
Slots

Report

’ A Prey l[ Mext b | ’ Finizh ” Cancel ]

Figure 3-4 Create new library - Tape model window

Select the tape drive model that you want to use for your virtual library.

The type of tape drive model that is displayed depends upon the type of library that was
selected in the previous step.
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7. Click Next. The Tape drives window opens (Figure 3-5).

IBM ProtecTIER® Manager

Create new library N

Instructions

 Wigleome Specify the number of tape drives for all nodes in system vty Tk Maximum number of tape
o Library details drives per node iz limited by the icense and memary.
« Library type
W Tape model

Tape drives Tape drives

Azsignmert Maximum number of tape drives that can be crested on new library is 256,

Cartridyes Mumber of tape drives to create; 64

Slotz Mumber of tape drives on Ibsdedup 2 (Maex 256)

Report

[ 4 Frev ][ It # | | Finizh “ Cancel l

Figure 3-5 Create new library - Tape drives window

In the Number of tape drives field, enter the number of tape drives to assign to the library.

The maximum number of virtual tape drives depends on the model of ProtecTIER. A
ProtecTIER gateway (TS7650G) supports a maximum of 512 virtual tape drives on a dual
node cluster.

In this example, we create 64 drives on the libsdedup1 node.

Number of drives: Check with your backup application administrator to verify the
number of drives and cartridges that is supported by your application. The value of the
maximum number of tape drives per TS7650 ProtecTIER node is 256.

TS7620 Appliance Express supports up to 64 virtual drives.
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8. Click Next. The Port assignment window opens (Figure 3-6).

_E__—|_‘_=.===____-_-_-_‘_-_
IBM ProtecTIER® Manager e

Create new Iihrary_\' f Instructions

¥ Wiglcome Azzign drives to front-end ports on lbededupla.

W Library details

+ Library type
W Tape model
Port assignrjent
+ Tape dri
~EhE BIEs Mumber of tapevt}}'ives to aszign (Max 64) Already assigned: 64
Assignment MlPort0 [Wii= 10000000c97980e4] @ Drives: | 16[3] % Robot 4] =
Cartridges MlPart1 (A= 10000000c97980e5] @@ Drives: 8, Robet: [
Slot
# [#Port2 W= 10000000c97980eE] g Drives: %, Robat: (]
Report
i [#] Port 3 Pisil= 10000000C07980e7] @2 Drives: 16 ®prober 1 [~]

[ Select il | | Equally divide | [ clear |

[ 4 Frey ” et ] | Finizh H Cancel l

Figure 3-6 Create new library - Port assignment window

Select or clear the check boxes next to each port to define which of the node’s ports are
assigned virtual devices. By default, the IBM TS3500 supports Control Path Failover
(CPF), so all the robots are selected and enabled. If you chose a library model other than
IBM, the robots are not checked and only one robot must be chosen.

In the Drives fields corresponding to each selected port, select the number of virtual tape
drives that are assigned to each port.

Optionally, click Select All to automatically select both ports. Click Equally divide to
evenly divide the number of drives between the ports. Check the Robot check box if you
want the library virtual robot to be accessible through this port.

. Click Next. If a second node exists in your cluster, the Assignment (2) window opens.

Complete the same steps as you did in Figure 3-6 for your first cluster.

High availability: For high availability purposes, the IBM System Storage TS7600 with
ProtecTIER supports the assignment of the virtual robot to multiple ports.

The backup application can access only the virtual robot through the specific node and
port to which the robot is assigned. Verify that the port is connected to the appropriate
host in your backup environment by clicking Scan in the Port attributes pane.
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10.Click Next. The Cartridges window opens (Figure 3-7). In the No. of cartridges field,
enter the number of cartridges that you want to have in the library.

By default, ProtecTIER calculates a virtual cartridge size by dividing all of the free Nominal
space in the repository by the number of requested cartridges.

It is a best practice to create fixed size cartridges. Do this task by selecting the Max
Cartridge Growth check box and entering a cartridge size in gigabytes.

Although there is no magic number for cartridge size, the consensus opinion is smaller is
better for efficient repository usage. Creating small cartridges can result in many
cartridges for the backup application to manage.

Tip: The recommended guideline for cartridge maximum size is 100, 200, or even
400 GB, depending on the workload. Be aware of what could happen if a customer
uses 400 GB cartridges and sets up reclamation to occur when 50% of data on this
cartridge is no longer valid. Because of the large size of the cartridge, it could take a
long time for this 400 GB cartridge to be reclaimed. While such cartridges with expired
data are not reclaimed, the backup application cannot scratch the cartridge to free up
the repository space, which means wasted space. 100 GB is a good balance between
smart management and wasted space.

wtheTk : Create new linrary I

~

Create new library Cartridges

 Wslcome Chooze the number of carridges to create. The number of cartridges allowed iz limited both

by licensing restrictions, and available storage space. Barcode seed may anly include digits
and upper case letters.

W Library details

& Library type
 Tape model Mo, of cartridges (Max. §,553) wirtual cartridoe size: GB
+ Tape drives [#] Mace. cartride growth GB
v Assicrmert Barcode seed
Cartridges
Slotz
Report

| A Pres ” Iext B ] | Finizh || Cancel l

Figure 3-7 Create new library - Cartridges window

11.In the Barcode seed field (Figure 3-7), enter a value for the barcode seed. The barcode
seed is the barcode that is assigned to the first cartridge created. Every cartridge that is
added after the first cartridge is incrementally assigned a barcode that follows the
previous one.
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Tips:

» The barcode seed must contain only numbers and capital letters and be only six
characters in length (for example, DS0006).

» Do not define the same barcode range that is in use by an existing library. Following
this suggestion avoids conflicts and makes administration easier.

» ProtecTIER data replication in a VTL is defined at the cartridge level. Using barcode
ranges to group data logically makes replication planning easier.

12.Click Next. The Slots window opens (Figure 3-8).

wtlvTk : Create newy library

Create new library N

Instructions

W Wielcotme
W Library details
W Library type

W Tape model

Motice: If thiz library iz designated to be a replication target,
it iz recommended to zet the number of slots and ImportExport slots
to the number of cartridges that will be used concurrently in the library.

W Tape drives

Slots

W Lasignment
W Carridyes
Slots

Report

Specify the number of internal slats and impartiexpart shats.

Mumber of slots (Max 53488) 2,000 [
Mumber of importiexport slots (Wax 1022)

[ 4 Frey ” et ] | Finizh H Cancel l

Figure 3-8 Creating new library - Slots window

In the Number of slots field, enter the number of cartridge slots that you want to have in

the library.

Tips:

» The number of cartridge slots must be equal to or more than the number of
cartridges that you are creating. Create more slots now, if you expect the number of
cartridges to increase later.

» Libraries that are attached to IBM i can have a maximum of 4096 positions where
media can be stored. The total number of drives, number of convenience 10 slots
plus the number of media slots plus 1 (for the picker), must not exceed 4096.

In the Number of import/export slots field, enter the number of import/export slots that you
want to have in the library. The maximum number of import/export slots that can be
defined is 1022 per virtual library.
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13.Click Next. The Create new library wizard closes and a summary report opens. Click
Finish. For an example of the summary report output, see Figure 3-9 and Figure 3-10 on

page 48.

IBM ProtecTIER® Manager

Create new library )

W Welcome

+ Library details
W Library type
+ Tape mods
" Tape drives
W Sssignment
W Cartridges
 Slotz

+ Report

Summary report

VT UTLOY will be created with the folloving properies:

a Library type
Yendor name 1BM
Product TS3500
Fevizion o0

Tape drive model
Vendor name 1BM

Product ULT3580-TD3

Fevizion 5ATO

Q 200 Cartridges

Barcode seed set to Y00000L3
Wax. cartridge grovwth zet to 100 GBE

[»

[ 4 Prev ” Mead W l [ Finizh ]" Cancel

Figure 3-9 Summary report part 1
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IBM ProtecTIER® Manager

Create new librarny N (T

Summary report
" = 200 Carindges -
Yileome Barcode seed set to YO00OOL3
« Library details Mz, cartridge grovweth set to 100 GB
+ Library type @ 2000siots
 Tape model ‘ 16 ImpExp
+ Tape drives ¢  G4tape drives v

16 tape drives assigned to port 0 on server Ibadedupla (9.11.235.197)
16 tape drives assigned to port 1 on server Ibadedupla (911 235197
« Cartridies 16 tape drives azsigned to port 2 on server Ibadedupta (9.11.235.197)
16 tape drives assigned to port 3 on server lbsdedupta (9.11.235.197)

W pssignment

W Slots
+ Report ®  Robot
Robot assigned to port 0 on zerver badedupta (911 235197)
Fobot assigned to port 2 on zerver badedupta (911 235197) -

—

[ 4 Prev ” Iext b | l Finizh ][ Cancel

Figure 3-10 Summary report part 2

14.The Confirm operation window opens (Figure 3-11). Click Yes. The ProtecTIER system
temporarily goes offline to create the library.

This operation will take the syskem aoffline For a

Q)] wihile,

Do you want to continue?

Figure 3-11 Create new library - Confirm operation window
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15.The newly created library is displayed in the left Navigation pane of the ProtecTIER
Manager GUI. The right Context pane shows the details of the virtual library that you just
created (Figure 3-12).

file  Cluster Mnagemert  System Noce Eeposory YT Repigaton  View Reports Iools  Help
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) ;
ﬁ Virtual Tape Library
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ode | Pot | Top, | VA [ o [ Serisl [ peviee [ Liorary [ Throughpt ivsec) |
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& Activties 2 GTI0O004 @D Drived  VILDI
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Figure 3-12 Newly created Virtual Tape Library
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Selecting the new library (Library VTLO1) in the Navigation shows the library’s details. The
General tab of the logical library is shown in Figure 3-13.

Library ¥TLO1
Status: Ok System: wilv7k Repositony: wibv7k_repository LUN Masking: Disabled

| gGeneraI I @ Drives I & Cartridges I @ Slot= I 9 ImportExpart Slats |
Library front-end

Mode | Part | Top. | T [Low | Serisl |  Device | Throughput (MBiSec) |
Ihzdedupda 1] P2P 1000000097 95hed

o B710270999 % Robat
1 B710270000 @ Drive 0
2 B710270004 G Drive 4
£ B710270005 @ Drive &
4 B710270012 @ Drive 12
5] B710270016 @ Drive 16
B B710270020 @ Drive 20
T B710270024 @ Drive 24
g B710270028 @ Drive 25
g B710270032 @ Drive 32
10 B710270036 @ Drive 36
1" B710270040 @ Drive 40
12 B710270044 @ Drive 44
13 B710270045 @ Drive 45
14 B710270052 @ Drive 52
15 B710270056 @ Drive 56
16 B710270080 @ Drive 60
lbsdedupia 1 P2p 1000000057 950hes
B710270001 @ Drive 1
B710270005 @ Drive 5
B710270009 @ Drive 9
B710270013 @ Drive 13
B710270017 @ Drive 17
B710270021 @ Drive 21
B710270025 @ Drive 25
B710270029 @ Drive 29

CTAOTTONDD A0 Puwiam 23

0w Mot B W R = O

Figure 3-13 Logical library details

In this window, you can click the tabs for details about each component, and also take the
corresponding actions for the component, as though it is a physical library. Here are
the components:

» Drives: Shows mounted tapes and the throughput of each logical tape drive. From this tab,
you can, for example, reset a drive.

» Cartridges: Shows the cartridge inventory, including the tape size, its usage, and whether
it is full or not. From the Cartridge tab, you can also see the cartridge replication
synchronization status. For more information, see 22.8.3, “Gauging the replication
completion status” on page 424.

» Slots: Represents the logical slots where the virtual tapes are stored. For example, if a
virtual tape is mounted, the slot where the tape was located is empty while the tape is
mounted, as though it is a real library slot.

Slots tab: From the Slots tab, you can move tapes manually to a drive, to another slot,
to the shelf, or to Import/Export slots. Although it is possible to do a manual activity, you
should move tapes by using the backup application to avoid mismatched library
inventory within the backup application and the virtual tape library.

» Import/Export Slots: The logical representation of the 1/O station or bulk, where tapes are
inserted or removed from the library. The Import/Export slots are used during the
replication process to send the virtual tape to the secondary site.
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To the right of the General tab, you have a representation of the drives, online throughput
statistics, and the dimensions of the VTL (Figure 3-14).

Backup traffic: When a backup application is using the virtual tape drives, it shows a

small blue or orange square for each virtual tape drive. A blue square means read activity

from the drive, and an orange square means write activity. Furthermore, it shows the
overall performance of the system for both backup/restore and replication activity.
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Figure 3-14 Logical tape library details and dimensions

Chapter 3. Virtual Tape Library guidelines

51



52 IBM ProtecTIER Implementation and Best Practices Guide



ProtecTIER File System
Interface: General introduction

This chapter provides network configuration considerations for setting up your network with
ProtecTIER FSI. In addition, this chapter describes the steps and guidelines to configure
ProtecTIER components, such as application IP interfaces and your ProtecTIER system. This
chapter describes how to create FSI NFS and FSI CIFS shares on ProtecTIER and how to
connect your backup host to the FSI shares.

This chapter describes the following topics:

» ProtecTIER NFS authentication and security management
» File System Interface guidelines for NFS
» File System Interface guidelines for CIFS

The ProtecTIER File System Interface (FSI) presents ProtecTIER as a network-attached
storage backup and recovery target that can use the HyperFactor algorithm and ProtecTIER
native replication bandwidth reduction techniques for storing and replicating deduplicated
data. The ProtecTIER FSl interface is intended to be used for backup and restore of data sets
by using a backup application.

As of ProtecTIER Version 3.2, support is provided for Windows based servers through the
CIFS protocol, and with ProtecTIER Version 3.3, support is provided for UNIX clients through
the NFS protocol. ProtecTIER emulates a UNIX or Windows file system behavior and
presents a virtualized hierarchy of file systems, directories, and files to UNIX NFS or
Windows CIFS clients. These clients can perform file system operations on the emulated file
system content.

You can use the ProtecTIER FSI to create multiple user file systems in a single ProtecTIER
repository. When you create a user file system, the maximum size of the user file system is
dynamically calculated by determining the total free nominal space in the repository and
comparing it to the overall maximum user file system size of 256 TB. The size of all file
systems shrinks proportionally if the deduplication ratio goes lower than expected. If the
deduplication ratio goes beyond the expected size, it is possible to extend the file system size
up to the 256 TB limit by using the ProtecTIER Manager.
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The FSl interface of ProtecTIER for UNIX and Windows clients is supported on a single node.
No dual node cluster support is available currently. However, a single node can serve
multiple CIFS and NFS exports in the same repository. Exporting a single FSI share through
CIFS or NFS protocol is mutually exclusive. To change the export type from NFS to CIFS,
you must delete the NFS share definition before you export it through CIFS and vice versa;
disabling the share definition alone is not sufficient.

Important: ProtecTIER FSI support is intended for storing backup images that are
produced by backup applications and not for primary storage deduplication. ProtecTIER
performs best when sequential streams are delivered to ProtecTIER instead of

random I/O.

4.1 ProtecTIER FSI network overview

This section provides an overview for the ProtecTIER FSI network configuration.

4.1.1 ProtecTIER network

ProtecTIER servers have several physical network ports. The number of ports varies based
on the ProtecTIER model. Ports are used for management, replication, or file system related
operations from the hosts. Each port is assigned to one of these uses. This configuration is
achieved by assigning the physical ports to a virtual interface on the ProtecTIER server. The
set of virtual interfaces on the ProtecTIER product includes External, Replication1,
Replication2, FSI1, FSI2, on to FSI_N. Each one of the virtual interfaces can be assigned to
one or more physical network ports.

The default setup of the ProtecTIER product assigns all of the FSI physical ports to a single
virtual interface by using round robin load balancing. This setup can be changed as needed. If
there is more than one physical port that is assigned to a virtual interface, it is important to
configure the bonding methodology in this interface to align with the network environment and
fulfill the wanted behavior in terms of performance and redundancy. For more information
about the bonding methods available with the ProtecTIER product, see Chapter 5,
“Networking essentials” on page 79.

4.1.2 Network configuration considerations

54

This section describes network configuration considerations and best practices for FSI. The
following guidelines are valid for CIFS and NFS configurations. As ProtecTIER IP replication
with FSl is realized on a file share level, you should create a dedicated file share for each
backup server that you use with ProtecTIER FSI.

» Make sure that the backup application runs in the context of a user that has read and write
permissions on the FSI share.

» You must have at least two different network subnets to separate the ProtecTIER
management IP interface from the ProtecTIER file system (application) interfaces.

» For FSI workloads, you must have sufficient TCP/IP infrastructure for the incoming and
outgoing traffic of backup servers. Ensure that you do not suffer from network
bandwidth congestion.
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» If bonding of network adapters is implemented, it must be implemented on all involved
network devices, that is, the ProtecTIER server, the backup server, and the network
switches. Simply enabling bonding on the ProtecTIER server might not be enough to
achieve the best results.

4.1.3 Connecting a ProtecTIER server to the network

To better understand the requirements that arise from using the FSI model of ProtecTIER in
your network environment, look at the potential connections that you deal with during the
initial deployment. As shown in Figure 4-1, we use in our example the connection (labeled “1”)
to attach the ProtecTIER server to the customer network. Through this connection, you use
the ProtecTIER Manager GUI and connect to the ProtecTIER server for management and
configuration purposes.

For the ProtecTIER IP replication feature, there are two Ethernet connections (labeled “21”
and “22”). As you can see, the interfaces that are used for ProtecTIER IP replication are
distributed across different physical hardware adapters for high availability reasons. By
default, the replication workload is balanced across both ports.

n Customer network

ProtecTIER Server A

2|2 212
/]| 4

AZFEEEE g —~ 7 o

ﬁ Replication 1 E Replication 2

Figure 4-1 ProtecTIER network interfaces for customer and replication network
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To use the FSI feature, you must prepare at least one (and as many as eight) dedicated
subnets for the backup server traffic to the ProtecTIER server. The data that is transferred
from the backup server to the FSI interface must not use the customer network IP interface or
the replication interfaces.

Chapter 4. ProtecTIER File System Interface: General introduction 55



56

The interfaces that are labeled “13”, “14”, “15”, and “16” in Figure 4-2 are available to use the
FSI traffic between the backup servers and the ProtecTIER server. Figure 4-2 shows the 10
GB interface model of the ProtecTIER server.
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Figure 4-2 ProtecTIER network interfaces for FSI traffic from backup servers
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Now that you see all of the important interfaces for potential network traffic, you can review
the configuration through the ProtecTIER Manager GUI. To configure all networking-related
aspects of the ProtecTIER server, open the ProtecTIER Manager GUI and click Node —

Network configuration (Figure 4-3).

Fil=  System

Bepository  File Systern CIFS Replicstion Yieww  Reports Tools  Help

& £ poce \! wii J’,’.,; | Repository a2 ] 53 @ | Replication Policy al'k
P Remove node o | 3 !
A0 Metwork configurstion . pystem DD5ats

Select a syste Show wersion infarmation tatus: Ok Repositony: DDSats_repository

£ oot Server » [y

Trace

0 =Z Z |-

F Activities
Figure 4-3 ProtecTIER Manager GUIs network configuration window
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The Network Configuration menu provides the options to change the networking parameters

(Figure 4-4).

- DDoats : kNetwork configuration

devices.,

Cuztomize the netvork configuration by configuring the network addreszes, load balancing methods, and assigning Bthernet ports to the

1y An external device has been modified. Applying these changes may disconnect communication with the server.

Hetwork Configuration Table
REE) | L/E Method | IP Address | Metmask | Gateway | | Azsigned Ether

external | High &xvailability E| | 9123123123 || 2552552550 || 9123123 || Aszion ... E| ih ethi
replict | Higgh &xvailability E| | 192 1681006 || 2552552550 || || Azzign . E| Eh eth2
replic2 | High &xvailability E| | 192.168.200.6 || 2552552550 || || Azsign ... E| ih etha
fsi1 | Round Rokin E| | 101114137 || 2552552550 || || Azzign . E| Eh ethd
fsi2 | Round Rokin E| | 102114087 || 2552552550 || || Assign ... E| ih ethi
fsi3 ER [*]|{1921881521 || 2552552850 || [2ssion . [+]
fzid | L2LS EH | 1921681531 || 2552552550 || || Assign ... E|

Unassigned Ethernet Ports
s B e
[«]

Figure 4-4 ProtecTIER network configuration window

When you perform ProtecTIER network configuration, you can assign a physical device to a
ProtecTIER virtual device for all interfaces, even if the virtual interface contains only one

physical device.

There are multiple ways to set up your networking to ensure that you have a high availability
configuration and that you distribute the load across all available resources. The default setup
is a single virtual interface fsil, which consists of all four physical 10 Gb ports (Table 4-1).

Table 4-1 DD5 10 Gb Ethernet default port assignments

Network Virtual interfaces Assigned physical ports
types Network IP | LB Subnet | Name | Speed | Slot | Port
External External IP RR 1 Eth0 1Gb 5 Top
Application fsil RR 2 Eth4 10 Gb 3 Top

Eth5 10 Gb 3 Bottom

Eth6 10 Gb 4 Top

Eth7 10 Gb 4 Bottom
Replication replici N/A 3 Eth2 1 Gb 5 Bottom-Middle

replic2 N/A 4 Eth9 1Gb E2 Onboard
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Separation of networks: Again, you must separate your external customer management
network from your backup OST or FSI network. It is important to configure the ProtecTIER
network so that each virtual interface (IP) is on a different network and preferably a
different VLAN in a multitier network infrastructure.

If you use the configuration that is shown in Table 4-1 on page 57, all of your backup servers
connect to the IP of the ProtecTIER application virtual interface fsi1. The default
load-balancing (LB) method of round robin (RR) mode 1 works without special network
infrastructure hardware requirements. This LB mode allows, depending on your network
infrastructure, a unidirectional bandwidth increase. This configuration means that from the
perspective of a single data stream that flows outbound from a ProtecTIER server, you
potentially could benefit from up to 40 Gb of bandwidth, which is essentially the combined
throughout of all four aggregated interfaces. It also means that restoring data from your
ProtecTIER server to your backup server could be fast. Backing up your data creates a data
stream that is directed towards the ProtecTIER server. Single data streams directed towards
a ProtecTIER server do not benefit from the potential bandwidth increase when you use the
round robin LB method in this example.

To fully use the ProtecTIER server resources in this configuration, you must use multiple
backup servers that back up to their respective file systems on the ProtecTIER server.

To further optimize the potential throughput of single backup server environments, you must
understand the different link aggregation methods that can be used for load balancing and
increasing throughput, as described in Table 5-1 on page 84.

4.2 Configuring components for ProtecTIER FSI

This section describes the steps that are required to configure your ProtecTIER application IP
interfaces. It also describes the steps to configure your ProtecTIER server, to create CIFS
and NFS shares on your ProtecTIER server, and to connect to these shares. The details of
best practices and configuring applications (Tivoli Storage Manager, EMC NetWorker,
Symantec NetBackup, CommVault, and Symantec BackupExec) for ProtecTIER FSI are
described in Part 3, “Backup management, VTL, OST, and FSI best practices” on page 209.

4.2.1 Configuring a network
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This section describes the steps to configure application IP interfaces and static routes on a
ProtecTIER server for a host.

Configuring the application IP interfaces

To configure the replication and FSI virtual interfaces, use the ProtecTIER Service menu or
the Network configuration wizard of the ProtecTIER Manager GUI (Figure 4-4 on page 57).
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Configuring the static routes for FSI on ProtecTIER and host

When you configure multiple subnets for ProtecTIER FSI addresses, it might be necessary to
configure static routes on both the ProtecTIER servers and the backup hosts. Complete the

following steps on the ProtecTIER server. On the backup hosts, configure static routes to

direct IP traffic to the FSI addresses of the ProtecTIER.

1. Log on to the ProtecTIER server command line by using Secure Shell (SSH) with user

name “ptconfig” and password “ptconfig”. To start the ProtecTIER Service Menu, run the
following command:

[root@BUPKIS ~]# menu

2. The ProtecTIER Service Menu screen opens (Figure 4-5). Select option 1) ProtecTIER

Configuration.

I
[
I
I
I
I
|
|
I
I
+

1) ProtecTIER Configuration (...)
2) Manage ProtecTIER services (...)
3) Health Monitoring (...)

4) Problem Alerting (...)

5) Version Information (...)

6) Generate a service report

7) Generate a system view

8) Update ProtecTIER code

Your choice? ll

Figure 4-5 ProtecTIER Service Menu

3. The ProtecTIER Configuration screen opens (Figure 4-6). Select option 8) IP
Network configuration.

ProtecTIER Service Menu running on thekla
ProtecTIER Configuration (...)

1)
2)
3)
4)
5)
€)
7)
g)
9)
10
11
12)
13

B)
E)

Configure ProtecTIER node

Recover Configuration for a replaced server
Configure machine serial number for a replaced server
Configure RA&S

Update Time, Date, Timezone and Timeserver (s)
S5can storage interconnections

File Systems Management (...)

Configure replication {...)

IP Network configuration (...)

Update Firmware

Update the System's name

Validate configuration

Single Node - code upgrade

Back
Exit

Your choice? 9

Figure 4-6 ProtecTIER Service Menu - ProtecTIER configuration IP network configuration
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4. The ProtecTIER IP Network configuration screen opens (Figure 4-7). Select option 3)
Configure Static Routes.

| ProtecTIER Service Menu running on DD5_H
| ProtecTIER Configuration (...)
| IP Network configuration (...)

| 1) Configure hostname

| 2) Configure ProtecTIER's IP interfaces
| 3) Configure Static Routes

| 4) Configure cluster Ethernet switches
I

I

[

B) Back
E) Exit

Your choice? 3

Figure 4-7 ProtecTIER Service Menu - IP Network configuration

5. The ProtecTIER Available Options screen opens, where you can configure static routes
(Figure 4-8). Select option (a)dd a new record.

ID Target Network Address Target Netmask Local Gateway Address

Available Options:

(a)dd a new record

(e)dit a record

(d)elete a record

{(c)ommit changes

(q)uit

Please Choose (a,e,d,c,q): al

Figure 4-8 ProtecTIER Service Menu - (a)dd a new record

On a Windows host, you configure static routes by running the route add and using the -p
flag to make the change permanent:

route add -p "target network address" mask "target network netmask" "local gateway
address"

Example 4-1 shows an example of this procedure.

Example 4-1 Configure the static route for FSI on a windows host

C:\Users\Administrator>route add -p 10.200.104.0 mask 255.255.255.192 10.200.31.62

4.2.2 Replication
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You can use ProtecTIER to define replication policies to replicate a file system's directories
and all the objects that are contained in these directories recursively to remote ProtecTIER
repositories without any disruption to the operation of the file system as a target for backup. It
is possible to define up to 64 source directories per one replication policy, and to define up to
three remote ProtecTIER destinations. The replicated data in the remote destination can be
easily used to restore data in the case of a disaster recovery, or in the case of a disaster
recovery test (without any interruption to the backup and replication procedures).
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It is important to allow the ProtecTIER system to supervise all the changes that are made to a
directory, or to a set of directories, that is constantly defined within a replication policy.
Therefore, you should not disable a replication policy unless this policy is no longer
considered relevant. If there is a scheduled maintenance of the network that is used for
replication, it is possible (though not mandatory) to suspend the replication to a specific
destination. Suspending replication allows the ProtecTIER system to continue supervising all
of the changes, but it does not attempt to send the replication data through the network for the
time that is defined by the suspend operation. The suspend operation is limited in time, with a
maximum suspend time of 72 hours.

If a policy is disabled for some reason, then a new Replication Destination Directory (RDD)
must be defined to re-enable the policy. The ProtecTIER system does not need to replicate all
of the data from scratch if the old RDD is not deleted; it needs to create only the structure and
metadata within the new RDD. Therefore, you should not delete the old RDD until at least a
new cycle of replication to the new RDD is complete.

4.2.3 Disaster recovery: Test

Use the ProtecTIER cloning function for disaster recover (DR) testing in an FSI environment.
Cloning creates a space-efficient, writable, and point-in-time copy of the data without
disruption to the ongoing replications and recovery point objective (RPO). The DR test can be
performed on the cloned data while the source repository continues replicating data without
modifying any data on the cloned copy.

4.2.4 Disaster recovery: Event

If there is a real disaster recovery event where the primary repository that owns the backup
data is temporarily or permanently down, the data can be restored from the replicated copy. If
you want to take new backups at the DR ProtecTIER system during the DR event, then you
must take ownership of the replication destination directory (RDD) in order to have

write privileges.

Taking ownership of an RDD means that the replication directory can be accessed through
shares with read/write permissions. After an RDD is modified to be read/write accessible, the
source repository can no longer replicate data to the modified RDD. The modified RDD now
becomes a “regular” directory and can be used as a source for replication and can have
shares that are defined to it with writing permissions.

For more information about this procedure, see Chapter 19, “Native replication management
(for FSI)”, in IBM System Storage TS7600 with ProtecTIER V3.2 User's Guide, GS32-0922.

4.2.5 General FSI recommendations

You should disable any encryption features in the backup server when you use ProtecTIER
as the backup target, as shown in Table 4-2.

Table 4-2 Recommended settings

Parameter Value in backup application
Compression Disable
Deduplication Disable
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Parameter Value in backup application

Encryption Disable

Multiplexing Disable

4.3 File System Interface guidelines for NFS

This section provides an introduction and best practices for configuring the ProtecTIER File
System Interface (FSI) for Network File System (NFS) protocol. The ProtecTIER FSI for NFS
emulates a Network File System that is accessed by UNIX Operating Systems. The FSI NFS
file system presents a virtualized hierarchy of file systems, directories, and files to UNIX NFS
clients. The ProtecTIER FSI interface is intended to be used for backup and restore of data
sets by using a backup application.

4.3.1 ProtecTIER NFS authentication and security management
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ProtecTIER Version 3.3 implements FSI NFS exports with NFS protocol Version 3. Access to
the export is granted either for a single host or a host group. Before we guide you through the
process of creating and mounting an FSI NFS share, we describe the most important options
that you must specify when you use the create NFS share wizard.

» Port Security
» Root squash / no root squash

Port Security

In the Properties tab of the export NFS share wizard, you find the Port Security option under
the Details section. Here you can select if you want to allow NFS clients to connect to ports
higher than 1023. The port numbers 0 - 1023 are the well-known ports, also known as system
ports. These TCP/IP port numbers allow only root users and services to run servers on these
ports. Port 1024 and higher are also known as user ports.

Keep the default setting and leave the check box selected.

Root squash

Enabling this option prevents root users from the NFS client systems from having root
privileges on the NFS export shares that are provided by ProtecTIER. If you do not enable
root squash, any root user of a remote system could delete any user data on the mounted
NFS shares because root can delete any data of foreign users. To prevent this action, root
squash maps the root user ID 0 (UID) and group ID 0 (GUI) to a customized UID. By doing this
task, the remote root user cannot delete or modify any other data than the one that is created
with the customized UID. Typically, the root squash function by default maps the UID to
nfsnobody, but in the ProtecTIER implementation, the UID of that user is higher than the
value that you are allowed to enter in the wizard's field. Alternatively, the no_root_squash
option turns off root squashing.

Mapping the root user to an UID that does not exist on the ProtecTIER system is possible but
not recommended. Instead, map it to an existing user such as nobody. The nobody user has
limited permissions and is not allowed to log in to the system. Alternatively, you can create a
user and a group with limited permissions and map the root users of the client host systems
to these IDs.
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Example 4-2 shows how to determine the UID and the GUI of the user nobody. This user
exists in the ProtecTIER system. You must log on to the ProtecTIER command line using
Secure Shell (SSH) to query the user account information.

Example 4-2 Determine the user ID and group ID of user nobody on the ProtecTIER server

root@BUPKIS]# grep nobody /etc/passwd

nobody:x:99:99:Nobody:/:/sbin/nologin
nfsnobody:x:4294967294:4294967294 : Anonymous NFS User:/var/Tib/nfs:/sbin/nologin
[root@BUPKIS]# grep nobody /etc/group

nobody:x:99:

The output of the commands in Example 4-2 shows that the numeric value for the user and
group are both 99. You can use this number to configure the root user ID mapping or create a
customized user account and a dedicated group to map one or more root accounts of the
remote NFS clients. If you decide not to use the existing nobody account, you can create your
own customized group and several users, as shown in Example 4-3.

Example 4-3 Create a customized group and user

[root@BUPKIS]# groupadd -g 65536 nfsanonymous
[root@BUPKIS]# useradd -u 65536 -g nfsanonymous -M -s /sbin/nologin
-c "Anonymous PT NFS client user" nfsanonymous

4.3.2 Configuration of a ProtecTIER FSI-NFS share

This section describes the steps that are required to configure your ProtecTIER server, to
create an NFS share on your ProtecTIER server, and how to connect your NFS backup client
to the share. The details of best practices and configuring applications (Tivoli Storage
Manager, EMC NetWorker, Symantec NetBackup, CommVault, and Symantec BackupExec)
for ProtecTIER FSI are described in Chapter 15, “Symantec NetBackup and BackupExec” on
page 239 and higher.

Before you start with the FSI NFS configuration, make sure that you review the following
chapter and sections:

» Chapter 5, “Networking essentials” on page 79
» Section 4.1.3, “Connecting a ProtecTIER server to the network” on page 55
» Section 4.2, “Configuring components for ProtecTIER FSI” on page 58

Creating a file system

You can create file systems through the Systems Management view of the ProtecTIER
Manager GUI. NFS shares and CIFS shares can be on the same file system and share a
common file space. The file system settings refer to the entire file system content.
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Creating an NFS share

To create an NFS export on an existing FSlI file share through the ProtecTIER Manager,
choose the menu Create NFS export from the top menu. In this section, we create an NFS

export with the characteristics shown in Table 4-3.

Table 4-3 Values to create an NFS export

Option Value Description
Name thekla_tsm6 Name of the NFS export.
Path /thekla_tsm6 Defines the NFS mount point.

Port Security

checked

Allows the NFS client to connect only on the
well-known ports 0 - 1023.

Note: when using the AIX® default NFS
mount, this option should be unchecked. If
checked, AIX NFS needs to set the
following option on OS level:

nfso -p -0 nfs_use_reserved_ports=1

Host IP 192.170.150.6 IP address of the NFS client where the
backup application is running. Wildcard
characters such as “*” and “?” are allowed.

Permission write enabled Grants the NFS client read and write

access to the NFS share.

User ID mapping

root squash

The default is for root squash
to be disabled. We advise
that root squash be enabled
as illustrated in Figure 4-9 on
page 65. See 4.3.3,
“Understanding root squash”
on page 68.

Choose either root squash or
no_root_squash. For more information
about this option, see “Root squash” on
page 62. The ProtecTIER wizard does not
check whether this user ID and the group
ID exist on the ProtecTIER system.
However, it checks that the entered UID
and GID are -65536 to 65536.

Anonymous User
Mapping

User ID: 65536
Group ID: 65536

Enter the user ID and the group ID that you
want to map the root user to.
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After you create an NFS export, the NFS share overview window in the ProtecTIER Manager
looks similar to Figure 4-9. The picture shows two different host access definitions for the
same NFS share. The first one defines a host with read/write access and root squash
(anonymous user mapping) options, while the second definition grants only read access
without root squash.

Ly IBM ProtecTIER® Managsr HHEIE]
File Swstem DNode Repostory  File System  CIFS NFZ Replication  iew Reports  Tools  Help
1 v =) | Bm " 2 " P — — ot c
w} Refresh J”@ @ £ |MHode &l 5 \3 | £4; | Repository 5t BC) | Replication Policy [ % @
sonor [
Select a systam: Status: Ok System: lhekla Repository: thekla_repostory
% thella B File system properties
Configured max. ize; 1,000 GB Current mazx, size: 1,000 GB Usage: 514 MB HyperFactor:  Enabled Compression:  Enabled
£ 11ekia | Mocify properties
) statistics —
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Figure 4-9 NFS export overview pane

If you want to configure an NFS export through the command-line interface to automate the
configuration or create multiple shares without using the ProtecTIER Manager, you can use
the command-line tool ptcli. Example 4-4 shows a command that creates an NFS export with
the same characteristics shown in Figure 4-9.

Example 4-4 Create an NFS export through the command-line tool ptcli

[ptadmin@BUPKIS] ./ptcli CreateExportPath --ip localhost --loginFile
/opt/dtc/ptcli/ptadmin --fsName thekla fs2 --exportName thekla_tsmé
--path thekla_tsm6 --secured yes --uid 65536 --gid 65536
ip=192.170.150.6,permission=rw,mapping=root_squash\),
\(ip=192.170.150.5,permission=r,mapping=no_root_squash\)

For more information about the usage of the ptcli tool and its parameters, see Appendix A,
“Command-Line Interface”, in IBM System Storage TS7600 with ProtecTIER Version 3.1,
SG24-7968.

Configuring UNIX to mount the FSI NFS export

This section describes how to connect an NFS client to the FSI NFS export share. We
demonstrate the required steps and parameters for a Linux System Red Hat
Enterprise Server.
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Mounting the NFS share on the NFS client system

Before you mount the ProtecTIER FSI NFS export, create a host alias of the ProtecTIER FSI
application IP addresses on your NFS client system by completing the following steps. You
can skip this process if the IP address of the FSI interface is registered in a domain name
server (DNS).

1.

Add a DNS entry for each FSl interface IP in your domain name server or add an alias to
the local hosts definition file of your backup server. Example 4-5 shows how to add aliases
for two different FSI interfaces. Edit the /etc/hosts file on your backup application server,
add the IP addresses of the FSl interface you configured on the ProtecTIER server, and
define a host alias. Afterward, verify the connectivity by pinging the host alias.

Example 4-5 Create a host alias and verify connectivity to the FSI interface

[root@BUPKIS ~]# vi /etc/hosts
192.170.150.40 thekla_fsil
192.170.151.40 thekla fsi2

[root@bupkis ~]# ping thekla fsil
PING thekla fsil (192.170.150.40) 56(84) bytes of data.
64 bytes from thekla fsil (192.170.150.40): icmp_seq=1 tt1=64 time=1.02 ms

. Create a mount point and mount the NFS export,as shown in Example 4-6. The mount

command uses the host alias instead of an IP address.

Example 4-6 Mount the NFS share on a Linux host

[root@BUPKIS ~]# mkdir /mnt/thekla_tsm6
[root@BUPKIS ~]# mount -o rw,soft,intr,nolock,timeo=3000,nfsvers=3,proto=tcp
thekla_fsil:/thekla_tsmé6 /mnt/thekla_tsm6/

Table 4-4 explains the recommended mount options. The additional and optional parameters
are specified after the -o option. The -o option is followed by a comma-separated string of
options, as shown in Example 4-6.

Table 4-4 Recommended mount options

Recommended value

Explanation

rw

The NFS share is mounted for read and write operations.

soft

Valid values are hard or soft. The value specifies whether
the program using a file through an NFS connection should
stop and wait (hard) for the server to come back online, if the
host serving the exported file system is unavailable, or if it
should report an error (soft) after the specified timeout.

If hard is specified, the user cannot terminate the process that
is waiting for the NFS communication to resume unless the
intr option is also specified. This configuration might lead to
hang conditions in Tivoli Storage Manager when the NFS
share on the ProtecTIER system is unavailable. Thus, the
value hard is not recommended. When you use soft, the
user or program can set an additional timeo=<value> option,
where <value> specifies the number of seconds to pass
before the error is reported. If neither option is specified, NFS
requests are retried indefinitely.
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Recommended value Explanation

intr Valid options are intr or nointr. If the recommended NFS
mount option intr is specified, it is possible to interrupt NFS
requests in case the NFS server is unreachable. Using the
intr option is preferred with the soft option because it
reduces the risk of inconsistent data during a write failure.

nolock Valid options are nolock or 1ock. Specify the nolock
parameter instead of the 1ock parameter because when you
use nolock, then applications can lock files, but such locks
provide exclusion only against other applications that are
running on the same client.

timeo=3000 The time (in tenths of a second) that the NFS client waits for
a response from the ProtecTIER server before it retries an
NFS request. If this option is not specified, requests are
retried every 60 seconds. The NFS client does not perform
any kind of timeout backoff for NFS over TCP. The
recommended value timeo=3000 specifies a timeout of

5 minutes.

nfsvers=3 The only valid option is NFS Version 3.

proto=tcp Specifies for the NFS mount to use the TCP protocol and not
UDP.

The generic NFS mount syntax with the recommended parameters is shown in Example 4-7.

Example 4-7 Generic mount syntax for Linux

mount -0 rw,soft,intr,nolock,timeo=3000,nfsvers=3,proto=tcp <server>:<path>
/<mountpoint>

Example 4-8 shows the mount syntax for IBM AlX systems. The AlX mount command requires
AIX V6.1 TL8 or AIX V7.1 TL2.

Example 4-8 Generic mount syntax for AIX

mount -0
rw,soft,intr,11ock,timeo=3000,nfsvers=3,proto=tcp,rsize=262144,wsize=262144
<server>:<path> /<mountpoint>

Example 4-9 Generic mount syntax for Solaris

mount -0 rw,soft,intr,11lock,timeo=3000,nfsvers=3,proto=tcp <server>:<path>
/<mountpoint>

Note: In contrast to an FSI CIFS environment, it is not an absolute requirement to use host
name aliases or DNS names instead of static IP addresses for mounting the share.
However, we recommend the usage of host aliases over static IP addresses for FSI NFS,
as well when defining and mounting the NFS share on the backup clients. If you correct the
IP aliases on your backup host after you change the ProtecTIER FSI configuration or after
you switch to an RDD in a disaster recovery scenario, this approach might save time
during reconfiguration. Instead of using a host alias, you could also adjust the mount
commands or the fstab definition to reflect the changed IP address.
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4.3.3 Understanding root squash

The basics of NFS root squash and no root squash are explained in “Root squash” on
page 62. The following section demonstrates the effects of turning root squash on or off.

Example 4-10 shows a directory listing of a ProtecTIER NFS share. The filel file was
created by a root user. Usually, the user ID of root is 0, but because we turned on root squash
when we defined the NFS export, the root user ID is mapped to a defined UID (in our
example, they are user ID 65536 and group ID 65536). The file2 file was created by the
tsminst1, which belongs to the tsmsrvrs group.

Example 4-10 Directory listing on an NFS share

[tsminstl@Amsterdam thekla_tsm6]$ 1s -1trh

total 1.0K

-rw-r--r--. 1 65536 65536 12 Nov 7 02:07 filel
-rw-r--r--, 1 tsminstl tsmsrvrs 12 Nov 7 02:08 file2

When root squash is enabled, the root user looses the authority to delete files that belong to
any other user ID than the root squash user ID. In this example, the root user is not allowed to
delete files of tsminst1 anymore. Turning on root squash is an important security feature. It
prevents the possibility that any root user of any host can mount the share and delete data
that belongs to other systems and users.

Example 4-11 demonstrates that the root user ID is not allowed to delete file2, which
belongs to tsminst1. The delete command fails with an error message Permission denied.

Example 4-11 Deleting files with root squash enabled in the NFS export definition

[root@Amsterdam thekla_tsm6]# rm file2
rm: remove regular file “file2'? y
rm: cannot remove “file2': Permission denied

To demonstrate the power of the root user without the root squash function enabled, we
modified the NFS export share definition and disabled root squash. In comparison to
Example 4-11 the root user can delete file2 even if the file is owned by tsminst1. The result
of the delete operation is shown in Example 4-12. The file2 was deleted without any error.

Example 4-12 Deleting files with root squash disabled in the NFS export definition

[root@Amsterdam thekla_tsm6]# rm file2

rm: remove regular file “file2'? y
[root@Amsterdam thekla tsm6]# 1s -Ttr

total 1

-rw-r--r--. 1 65536 65536 12 Nov 7 02:07 filel

4.4 File System Interface guidelines for CIFS
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This section provides a general introduction and best practices for configuring the
ProtecTIER File System Interface (FSI) for CIFS. The ProtecTIER FSI emulates Windows file
system behavior and presents a virtualized hierarchy of file systems, directories, and files to
Windows CIFS clients. Clients can perform all Windows file system operations on the
emulated file system content. The ProtecTIER FSI interface is intended to be used for backup
and restore of data sets using a backup application.
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This section describes how to create a CIFS share on ProtecTIER, connecting to a CIFS
share, and shows best practices.

4.4.1 ProtecTIER authentication and user management

The ProtecTIER product supports two modes of authentication and user management in a
CIFS environment:

» Active directory
» Workgroup

In the Active directory mode, the ProtecTIER system joins an existing domain that is defined
by the user. The domain users can work with the file systems if they are authenticated by the
Active Directory server. In Workgroup mode, the ProtecTIER system manages the users that
can access the file systems. In Workgroup mode, you define the users through the
ProtecTIER Manager GUI.

Active Directory and user IDs

The ProtecTIER system assigns user IDs to Windows users that access the system through
CIFS. The only control that you have is to set the range of user IDs that are generated. You
should set a range that is not overlapping with UIDs used for existing UNIX users in

the organization.

Active Directory realm

One of the parameters that must be provided to the ProtecTIER system when you define
authentication mode to Active Directory is the realm. In most cases, the name of the realm is
the DNS domain name of the Active Directory server. The realm should always be in
uppercase and should not be a single word (for example, add .COM or .LOCAL to the domain
name).

Some helpful commands can be used to define the realm:

» From the Active Directory server, run the following command:

C:\>ksetup
default realm = RNDLAB02.COM --=-cemcemceamo > The realm

» From the ProtecTIER server, run the following command:

net ads Tookup -S IP_Address of ADServer
Example 4-13 shows output for the net ads Tookup command.

Example 4-13 Output of the net ads lookup command

net ads lookup -S 9.148.222.90

output:

Information for Domain Controller: 9.148.222.90
Response Type: SAMLOGON

GUID: 9alce6f2-17e3-4ad2-8e41-70f82306al8e

Flags:...

Forest: rnd1ab02.com

Domain: R NDLAB02.COM ------------o-- > The realm
Domain Controller: RNDADO2.rndl1ab02.com

Pre-Win2k Domain: RNDLABO2

Pre-Win2k Hostname: RNDADO2

Server Site Name : Default-First-Site-Name

Client Site Name : Default-First-Site-Name
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4.4.2 Configuring your ProtecTIER system for FSI-CIFS
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The following sections provide guidance for configuring your ProtecTIER system for
FSI-CIFS. These sections describe the steps for creating file systems and for setting up CIFS
authentication for either workgroups or active directories. We also describe how to create a
CIFS share on a ProtecTIER system and how to connect to a CIFS share from a

Windows client.

Creating a file system

You can create file systems through the Systems Management view of the ProtecTIER
Manager GUI. To create the file system for system Bupkis, from the Systems Management
window, click File System — Create file system, as shown in Figure 4-10.

= R M ProtecTER® Manager

File  System  Mode Repostory | File System ‘ CFS  Replication  Wiew  Repots  Tools  Help

1 AR 0 MR N .
E':, Refresh K‘? 1 e Creste flesysten _ 45 M) | Replication Policy 3 % @

7

Modify properies
Har
Manag Delete
Select & system —E.?'T Status: Ok System: Eupkiz Repositony: Bupkis_repostary
%Bupkis = File Systems . . . .
== Marme | Configured max, size | HyperFactar Compression | Current may, size | Usage |

|
'ﬁ Bupkia

&) statistics
% Acthities
i te7e20nt1 (152.188.36.411)
EE Hardhware Resources
5l System

|2 Replication Policies

Figure 4-10 Create CIFS file system

FSI-CIFS file system scalability
A FSI-CIFS file system can scale to the following values:

» Maximum virtual file systems per repository: 128, 4 on SM2
Maximum nominal virtual file system size: 256 TB

Maximum files per virtual file system: 1 million

Maximum files per repository: 16 million, 4 million on SM2
Maximum “open files” per replication (streams): 192, 64 on SM2

vVvyyy
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Setting CIFS authentication to either a workgroup or Active Directory
Before you set up the ProtecTIER FSI CIFS configuration, consider what is the best
authentication mode for your environment. If a decision is made to use Workgroup
authentication, verify that Active Directory is not used in your environment. If Active Directory
is used in your environment, check which UIDs are used by it, and ensure that you use a
unique range of UIDs in the ProtecTIER workgroup that is not being used in the Active
Directory. This situation is also true if you late install Active Directory in your environment.

After an authentication method is implemented and used by ProtecTIER FSI CIFS, do not
change it (from workgroup to an Active Directory and vice versa) because this action can lead
to various authorization issues.

Attention: If an authentication method change must be done, and cannot be avoided, do
the change with the involvement and guidance of your IBM System Service
Representative (SSR).

When you decide to use Active Directory authentication with ProtecTIER FSI CIFS, use SFU
mode to allow seamless compatibility between CIFS and NFS. SFU mode enables you to set
the UID/GID of the user to be compatible with the one that is defined within the NIS servers.
This configuration enables the same user to access his data from both Windows and
UNIX/Linux.

Use the authentication setup wizard to set the authentication that the ProtecTIER system
uses for working with CIFS clients. To accomplish this task, complete the following steps:

1. From the Systems Management menu, for system Bupkis, click CIFS —
Authentication — Set the authentication mode, as shown in Figure 4-11.

."J IEN ProtecTIERE Manager
File System HNode Repository  File System | CIFS | Replication  “ieww Repods Toolz  Help

EI:_.' e K{? L[_CJ =7 Hode | Authertication »| 1| Set authentication mode |"y .H:j. % @
. e

Path Sharing  #| 24 Wiew authertication mods

A1 .
nay I;_gi System BUpkiS Users management
Select & system: | Status: Ok Repository: Bupkiz_repository
|% Eiupkis E| Capacity
% Bupkis | P |
) statistics ' |
R Activities
%ts?BQDnH (192.165.56.111) .
FE Hardwvare Resources Physical W)
(5 File System M Usest: 0.0 MB W Eacup L0k
._-5 Replication Policies = Fragmerted: 0.0 MB [ Claned data: 0.0 MB
M Replication: 0.0 MB
O siocable: 10.5 TB
[ Pending: 0.0 MB
O shocable: 104.7 TB
Total: 10.5T6 Estimated total space: 104.7 TB
| {":,'- Wigy regources |
Cluster members Options #
IP address | DS | GUI proxy | Status | Management service | Applications |
192.1658.56.111 t=7E20m11 v @ Ok @ Oriline @File System (FS

Figure 4-11 Authentication mode
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2. To manage data with CIFS, you must set the authentication to either Workgroup or Active
Directory. In Figure 4-12, ProtecTIER is configured to join an Active Directory domain.
Click Next.

IBM Protec TIER® Manager

HieRs N (T Instructions
Welcome This wizard iz used to configure authentication.
Diomain
Fealm
Servers

Select the authentication type to configure

WINE Servers

Wirk

RID Configuration O workgroup

Preview @®
y 9

| 4 Prey |[ ﬂext)l | Finizh “ Cancel ]

Figure 4-12 Authentication mode
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3. To set up the Active Directory, enter the Active Directory server credentials and password.
Enter the Active Directory server address and click Next, as shown in Figure 4-13.

IBM ProtecTIER® Manager

& The system clock time can differ by no maore than five minutes from that of the domain contraller.

Steps

+ Welcome
 Domain
 Realm

Servers

WINS Servers

RIC Configuration

Premvigw

Active directory server credentials

Accounts operator user name: |administra10r |

Pazzword: |""""*"*" |

Active directory servers

Primary active directory server address: 1921 58.55.E1|
Secondary active directory server address: l:l [(optionaly

[ A Prev ][ Mesdt FI | Firizh H Cancel ]

Figure 4-13 Active Directory setup
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4. A reportis displayed that summarizes your authentication setup, as shown in Figure 4-14.

IBM ProtecTIER® Manager

& The system clock time can differ by no mare than five minutes from that of the domain controller.

Steps S
L Sumnary report
¥ Wilcorme @ The suthentication will be et with the following properies:
“ Diomain Authertication type: Active Directory
" Realn Damain: ATSPT
¥ Servers Realm: ATSPT.LOCAL
Primary active directory server address: 192.168.56.61
W WIS Servers

Secondary active directory server address: -

L gL ati g :
BID Canfiuration Configure WIN= zervers: Disabled

+ Preview |Jzers mapping: RID

’ 4 Prey ” Iext b | ’ Finizh ]” Cancel ”

Figure 4-14 Authentication setup summary
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Adding a CIFS user for workgroups
Use this task to add users to a workgroup for access to a CIFS shared path. This task is done
from the Systems Management view of ProtecTIER Manager, as shown in Figure 4-15.

Uze the table below to configure users.

Users Options k
Iame | LIser D |
zerverh 1000

I Al I |Qhange passvword | |Change Uzer D | |Qeactivate |

Cloze

Figure 4-15 Workgroup authentication users

User account: Log on to the backup application with the same user account that is used
for the CIFS user account.
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Creating a CIFS share on a ProtecTIER server

To enable CIFS access and share data, you must grant a host and a user or group access to
shared directories by creating and configuring a CIFS shared path. This task is done from the
Systems Management view of ProtecTIER Manager GUI, as shown in Figure 4-16.

Select & system:

ﬁ Bupkiz E

j@ Bupkiz
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F Activiies
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File System Mode Repostory File System |
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s @ o 'ETationPolicy ﬂ | % @

+|  Cresteacr
| = File System | ity shere
Status: Ok System: Buy  Delete share epozitory
File Systems
Maime ] Configured max. size ] HyperFactor ] Cotmpression ] Current max. size ] Uzage ]
MTSM_server & 1,024GB Enabiled Enabiled 1,024 GE

Figure 4-16 Create a CIFS share
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Assign the user permissions by selecting Write-enabled from the Permissions

menu (Figure 4-17).

IBM ProtecTIER® Manager

=t iy
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[0 aTsPTiadministrator [ Read ol (]| 400500 400513 =
[0 ATSPTguest [ Read onkv = 40050 400514
[1  &TSPTwrhto [[Read onlv (1| 400502 400513
0 ATsPTwnt [ Read onlv 1] 401135 400513
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1 ATSPTwzerc Fead only 401118 400513
| ATSPTWserd [ Read onlv -lf 401122 400513 E]E
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A
’ 4 Prey “ Mext b ] | Finizh | [ Cancel ]

Figure 4-17 Configure Share Permissions

Connecting to a CIFS share

To connect to a share from a Windows client, complete the following steps:

1. Click Start - Run.

2. The Run window opens (Figure 4-18). In the Open field, enter \\<FSI_IP> (or the
ProtecTIER server name) and click OK.

= Type the narne of & program, folder, docurment, or Intermet
rerource, and Windows will open R for you,

Open: | 'W10.200.1041

o]

# This task will be crested with sdsministrative privileges.

|

Cancel I Browse—. I

Figure 4-18 FSI IP
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The list of shares window opens (Figure 4-19).

i 10,200, 104.1
OO Ei: - Metwork = 10.200.104.1 = + K& | search 10.200.104.1 =
Organize = Network and Sharing Center  View remoke printers = - O @
W Favorites o IT‘.l'ﬂ I
B Desktop & sharel Share

Figure 4-19 List of shares
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Networking essentials

This chapter describes the ProtecTIER basic networking considerations, terminology, and
concepts that are common to all ProtecTIER configurations using non-Fibre Channel network
interfaces for front-end connectivity. These interfaces include OpenStorage (OST), and File
System Interface (FSI) with the options of Network File System (NFS), and Common Internet
File System (CIFS).

In a non-VTL environment, the ProtecTIER server connects to the network with multiple
Ethernet adapters, and supports a total throughput of hundreds of megabytes per second
over the network per node. This section describes network configuration best practices to
support different IP configurations. It provides the scope and objectives, along with the basic
acronyms that are used in the subsequent sections. The goal is to describe the networking
technologies that are used to set up the ProtecTIER front-end interfaces to the network. In
addition, this section describes teaming or bonding in the network servers, 802.3ad link
aggregation, and similar technologies on the LAN switches, along with network topologies for
stand-alone and redundant architectures.

Some of these networking concepts also apply for ProtecTIER network
replication environments.

This chapter describes the following topics:

» FSI and OST overview and concepts
» Networking overview and description of the following items:
— Bonding and teaming
— Redundant mode
— 802.3ad topologies
— Intel Network Interface Cards (NIC)
— Technologies for LAN switches
» Setting up your network in a ProtecTIER environment

No support as primary storage: Using the ProtecTIER FSI as an NAS in terms of storing

primary data directly to it is not supported currently. ProtecTIER FSI must be used with an
application that is supported by ProtecTIER.
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Terminology: In this chapter, we use the term bonding when we talk about aggregating
multiple network links to a single logical interface. You might have heard terms such as
network aggregation, link aggregation, port trunking, trunking, link bundling, Ethernet
bonding, network bonding, NIC bonding, or NIC teaming, which also describe the

same concept.

Cabling: Multiple members of a single bond must be connected to the same network
switch. If you use multiple physically independent networks, similar to a dual-fabric
approach in Fibre Channel terms, you are required to have at least two bonds. Each bond
must be cabled to only one network switch.

5.1 Network terminology

80

This topic defines terms and abbreviations that are relevant to network configurations
in general:

Bonding A method for grouping several physical adapters into a single virtual
adapter for load sharing, throughput enhancement, and redundancy
enhancement. “Bonding” is the term that is typically used in
Linux/UNIX operating systems.

Teaming An alternative term for bonding, typically used in Microsoft
operating systems.

Trunking An alternative term for bonding or teaming.

Bundling An alternative term for bonding or teaming.

Link aggregation A method for grouping several interfaces into a single virtual interface
for load sharing between the interfaces. Also known as
network aggregation.

IEEE 802.3ad IEEE standard for Link Aggregation for LAN connectivity.
Gigabit Ethernet Ethernet that runs in a gigabit per second bandwidth.

VLAN Virtual LAN is a software-defined LAN that groups network elements in
the same broadcast domain.

Host An entity that is connected to the network. For example, the
NetBackup media servers are referred to as hosts.

Bonding/Teaming  Teaming or bonding in servers, and link aggregation (802.3ad) or
Cisco Etherchannel in LAN switches. The purpose of these
mechanisms is to achieve higher bandwidth on the connection, as
close as possible to the multiplication of the ports' bandwidth, along
with redundancy between the ports.
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5.2 General configuration considerations

This section describes network configuration considerations and best practices for FSI-CIFS.
Here are some general best practices:

» As ProtecTIER IP replication with FSl is realized on a file share level, you should create a
dedicated file share for each backup server that you use with ProtecTIER FSI. This file
share allows for more sophisticated load balancing scenarios.

» Make sure that the backup application runs in the context of the user that mounted the file
system with the write permission. If you suffer from access rights issues, this configuration
most probably is the reason for them.

» You must have at least two different network subnets to separate the ProtecTIER
management IP interface from the ProtecTIER file system IP interfaces. Otherwise, you
cannot ensure that your backup traffic is using the FSI or OST interfaces and not the
management interface.

» For FSI workloads, you might not have dedicated infrastructures for the incoming and
outgoing traffic of backup servers. Ensure that you do not suffer from
infrastructure congestion.

» Bonding must be implemented on all involved network devices, whether the devices are
the ProtecTIER server, the backup server, or even the network switches. Simply enabling
bonding on the ProtecTIER server might not be enough to achieve the best results.

5.3 Bonding and teaming

To achieve high availability, load balancing, and increased throughput, you can use a network
technology that is known by many names. You might have heard of terms such as network
aggregation, link aggregation, port trunking link bundling, Ethernet bonding, network bonding,
NIC bonding, 802.3ad, or NIC teaming. All these terms describe solutions that you can use to
achieve high availability, load balancing, or increased throughput by combining multiple
network interfaces and using them as one logical link. Table 5-1 on page 84 shows the
available ProtecTIER link aggregation modes, bonding options, and features for each link
aggregation mode.

Connectivity in a ProtecTIER environment is based on bonding (usually on Linux or UNIX
platforms) or teaming (usually in Microsoft platforms) in servers, and link aggregation
(802.3ad) or Cisco Etherchannel in LAN switches. These mechanisms achieve higher
bandwidth on the connection and provide redundancy between the ports.

Teaming and bonding group interfaces in Layer 2 (on the Ethernet layer), and the whole team
has a single IP address. The following modes are common:

» Transmit and Receive load balancing modes: In these modes, a receive or transmit load is
distributed independently of the LAN switch to which they are connected to.

» 802.3ad mode: In this mode, the servers and the switches they are connected to must
support the 802.3ad standard and load distribution is performed according to
this standard.
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5.3.1 The three different bonding modes of ProtecTIER

82

The ProtecTIER product supports three basic modes of bonding. For summaries of the
bonding methodologies that are supported by the ProtecTIER product, see Table 5-1 on
page 84.

Note: For the following three modes, the first modes are topologies that are switch-less
because the switch does not have to support any specific standard. In the last mode, the
switches in the topology must support the 802.3ad standard, or in some cases, the Cisco
Etherchannel implementation.

Method one: High availability

The high availability load balancing method uses an active-backup policy. Only one interface
in this bond is active. If one of the interfaces fails, the other interface becomes active, and
takes over communication. This bond’s MAC address is only visible on one port so that the
switch is not confused. With this method, you can achieve fault tolerance. It is also called
redundant mode or active-backup mode.

Important: This mode does not attempt to perform load balancing.

Method two: Round robin

The round robin load balancing method uses a round robin policy. Outgoing network traffic is
distributed across all members of the bond in sequential order. Incoming network traffic is still
limited to one single network port (the primary). If one of the network interfaces fails, the other
bond members take over. Outgoing traffic is distributed across the remaining bond members.
If the primary adapter for incoming traffic fails, the bond automatically selects a new primary
adapter, and incoming traffic is handled from that one single network adapter. With this mode,
you can achieve fault tolerance and load balancing. A potential unidirectional bandwidth
increase for outgoing traffic is possible if you have multiple backup servers in

your environment.

Round robin mode: With the round robin mode, you do not see any bandwidth increase if
you have only two communication partners, for example, the ProtecTIER server and one
backup server. Even enabling this mode on both of these machines does not allow you to
use more than the bandwidth of one single interface, as the incoming traffic of both
machines is dealt with only by one single network interface. If you have enough
communication partners, for example, multiple backup servers and one ProtecTIER server,
the increased bandwidth is used only during parallel restore of multiple backup servers at
the same time.

Method three: L2, L2L3, L3L4, 802.3ad, mode=4, and dynamic link
aggregation

The third load balancing method is the most advanced method. If you set it up correctly, you
can use the combined throughput of all the involved network interfaces for incoming and
outgoing traffic, balance the load across all available interfaces, and have a fault tolerant
system at the same time.

IBM ProtecTIER Implementation and Best Practices Guide



To use this method, you must have a network infrastructure that fully supports it end-to-end.
This bonding method relies on the IEEE 802.3ad dynamic link aggregation standard. It is
therefore also known as the 802.3ad mode. The servers and the switches they are connected
to must support the 802.3ad standard, and load distribution is performed according to this
standard. You can it use to aggregate a group of interfaces of the same speed and duplex
setting. Table 5-1 on page 84 has a summary of the bonding methods and descriptions of the
associated network layers. The 802.3ad standard does not mandate any particular
distribution algorithms. However, any distribution algorithm ensures that the following actions
do not occur:

» Misordering frames that are part of any conversation
» Duplicating frames

The standard suggests, but does not mandate, that the algorithm may assign one or more
conversations to the same port; however, it must not allocate some of the frames of a
conversation to one port and the remainder to different ports. The information that is used to
assign conversations to ports could include the following items:

» Source MAC address

» Destination MAC address

» Source IP address

» Destination IP address

» The reception port

» The type of destination address (individual or group MAC address)
» Ethernet Length/Type value (protocol identification)

» Higher layer protocol information (for example, addressing and protocol identification
information from the LLC sub layer or above)

» Combinations of these items

The hash policy decides, according to parameters or a combination of parameters, the frames
that are distributed. For example, when we have a server that exchanges information with
several hosts on the same subnet, configuring a source/destination MAC hash usually
produces a reasonable load distribution. If we want to use load balancing over a router, then
a Layer 3 hash does not help because the server sees only one IP address (of the router),
and therefore all traffic is sent over the same interface. In this case, a Layer 4 hash must

be used.

Link aggregation: The 802.3ad dynamic link aggregation method is suitable to increase
your throughput when you use 1 Gb network interfaces in combination with a single
backup server.

It is not a best practice to combine all 1 Gb network interfaces into one single link
aggregation group. Use multiple groups of two interfaces or four interfaces instead.
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For options, and features for each link aggregation mode, see Table 5-1.

Table 5-1 Bonding methods and available ProtecTIER link aggregations modes

ProtecTIER GUI CLI | BONDING_OPTS Bonding mode Features
CLI
High Availability HA miimon=100 mode=1 Mode 1 Fault tolerance
Round Robin RR miimon=100 mode=0 Mode 0 » Load balancing
» Fault tolerance
» Unidirectional
bandwidth
increase
L2 L2 miimon=100 mode=4 Mode 4 » Load balancing
xmit_hash_policy=Ilayer2 Layer 2 only » Fault tolerance
802.3ad switch support (based on MAC » Bidirectional
needed address) bandwidth
increase?®
L2L3 L2L | miimon=100 mode=4 Mode 4 » Load balancing
3 xmit_hash_policy=layer2+ | Layer?2 and Layer | » Fault tolerance
3 3 » Bidirectional
802.3ad switch support (based on IPs) bandwidth
needed increase”
L3L4 L3L | miimon=100 mode=4 Mode 4 » Load balancing
4 xmit_hash_policy=layer3+ | Layer 3 and Layer | » Fault tolerance
4 4 » Bidirectional
802.3ad switch support (based on TCP bandwidth
needed Ports) increase
possible®

a. Outgoing traffic is spread by using a default transmit hash policy of Layer 2. Network
administrators might understand the formula (source MAC & destination MAC)%N (number of
subordinates), which should be read as (source MAC “XOR” destination MAC) “MODULO” N
(number of subordinates).

b. Outgoing traffic is spread by using a transmit hash policy of MAC addresses and IP addresses
of the source and the destination.

c. Outgoing traffic is spread by using a transmit hash policy of IP addresses and ports of the
source and the destination.

Bonding modes: L2, L2L 3, and L3L4 require a network infrastructure (backup server,
network switches, and ProtecTIER) that supports IEEE 802.3ad dynamic link aggregation.
All of these modes use the 802.3ad standard.

For more information about bonding and teaming, see Appendix C, “Networking” on

page 477.
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5.4 Recommended ProtecTIER bonding configuration

This section describes the recommended ProtecTIER bonding configuration to use with FSI
and OST.

When your performance requirement for ProtecTIER FSl is below 500 MBps, you can use the
default ProtecTIER bonding configuration of having all four 10 Gbit interfaces within one
single aggregate. If you need more than 500 MBps, optimize the way that you use the
ProtecTIER FSI and configure at least two shares that are exported across two individual IPs.
This configuration allows you to distribute the load across all the available resources in the
ProtecTIER. This configuration is only viable if your environment allows that setup to be
efficiently integrated. If you, for example, have two or more backup servers, each of them
should use its own FSI file system and file share. With this setup, you have no problems using
multiple file shares / IPs on ProtecTIER at the same time.

If your environment consists of only one backup server, the usage of multiple IP addresses
can be a challenge. Tivoli Storage Manager, for example, allows you to create one device
class that uses multiple IPs at the same time. With this setup, you can use the best practices
ProtecTIER IP setup.

The backup application creates a backup or restore stream for each backup set that is copied
to or from the ProtecTIER server. In an OST environment, the ProtecTIER plug-in on the
media server opens, by default, up to eight TCP connections for each stream. The best
practice for the ProtecTIER server is to use the default single team/bond configuration. The
Layer 3 and Layer 2+3 configurations are recommended only if single bond is not applicable.

Whatever network methodology you decide to use, connect only one IP to each subnet. This
requirement is an IP requirement, which is the protocol that we use on the Open Systems
Interconnection (OSI) model Layer 3. Bonding all interfaces and assigning one IP to them to
connect them to the network is the easiest way of attaching ProtecTIER to your network.

Table 5-2 clarifies the minimum number of interfaces, subnets, bonds, and IP addresses for
different environments and performance goals. Using more of these items might be viable.

Table 5-2 Minimum numbers interfaces, subnets, bonds, and IP addresses for FSI and OST

FSI/ OST interface? ProtecTIER Minimum # of Minimum # of bonds
performance goal® subnets and IP addresses®

6x 1G <110 MBps 1 1

6x 1G > 110 MBps 1 1
< 500 MBps¢

6x 1G > 500 MBps® 2 2

4x 10G < 500 MBps 1 1

4x 10G > 500 MBps 2 2

a. Interface numbers cover single node configurations. For OST cluster configurations, you can
work with double the number of interfaces.

b. The maximum performance that you can reach with your ProtecTIER setup is determined by
the ProtecTIER sizing.

c. This column stresses the importance of assigning only one IP address per node (whether it
is ProtecTIER or your backup server) to a subnet.

d. Assuming the maximum speed of a single 1 Gbit network link is 110 MBps, you need a
working 802.3ad setup or multiple subnets to reach these numbers.
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IP configuration: Only one IP address per subnet is allowed. This situation is true for all
backup servers and ProtecTIER.

5.4.1 Single team/bond (Layer 2) configuration

In this configuration, all front-end interfaces on a ProtecTIER server are grouped into one
team. This configuration maximizes the high availability and ease of use, as a single IP and
subnet is used for the entire team. This configuration is recommended if you use two or eight
interfaces on the ProtecTIER side. By default, ProtecTIER DD5 servers are configured with
eight ports that are bonded together, and SM2 servers are configured with two ports that are
bonded together. If a different interface number is used (for example, all six interfaces in the
case of 1 Gb NICs), this method might not maximize the performance, so dual/three teams
(Layer 2+3) configuration is recommended instead. A single bond configuration is shown in
Figure 5-1.

B
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Figure 5-1 lllustration of a ProtecTIER single bond configuration

5.4.2 Individual IPs (Layer 3) configuration
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In this configuration, each interface gets its own IP address. This configuration maximizes the
performance but does not offer high availability of the interfaces. It also requires multiple IPs
and subnets. No teaming or bonding is used in this configuration. This configuration is
recommended if no switch support for the other options is available.
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Figure 5-2 illustrates the individual IPs (Layer 3) configuration.
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Figure 5-2 lllustration of ProtecTIER quad bond configuration

5.4.3 Dual/Three teams (Layer 2+3) configuration

In this configuration, two or three teams are configured. This configuration balances high
availability, ease of use, and performance. This configuration is recommended if the number
of interfaces that are used on the ProtecTIER side is different from two or eight. In testing with
a Cisco 6500 switch that is configured with Etherchannel, three teams that contain two
interfaces each maximized the performance. If you are configuring teams, for each one of the
teams, an IP address should be configured on the team, and the team should be configured
with load balancing. Figure 5-3 shows a schematic example.

B

ProtechEé Sefver A

Figure 5-3 lllustration of ProtecTIER dual bond configuration

IP requirements: Whatever network methodology you decide to use, connect only one IP
to each subnet. This requirement is an IP requirement, which is the protocol that we use on
the Open Systems Interconnection (OSI) model Layer 3. Bonding four interfaces and
assigning one IP to them to connect them to the network is suggested.
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Subnetwork and VLAN separation

It is important to configure the ProtecTIER network so that each virtual interface (IP) is on a
different subnetwork and preferably a different VLAN in a multitier network infrastructure. This
configuration is important to segregate the backup traffic and other types of traffic for security
and administrative reasons.

Selecting the bonding type and mode for file system interfaces
(application interfaces)

The default setting for the application interfaces is one application virtual interface that is
assigned several physical network ports, depending on the model. This interface is
configured in a bond, mode 0 (round robin). You should change the mode to L3/4 (IEEE
802.3ad) when a supporting switch is available.

Switch configuration: The switch must be configured for the L3/4 (IEEE 802.3ad) mode
as well. If there is no switch support for IEEE 802.3ad, or the hosts are directly connected
to the ProtecTIER server, the default mode should not be changed.

Using several application interfaces for backup/restore versus using a
single interface

The default setting for the application interface is one application virtual interface that has
several physical network ports that are assigned. The advantage of this configuration is that
only a single IP address is assigned to the backup/restore activity, and all hosts and all
shares are mounted to the same IP. This configuration is the simplest one to set up.

The main problem with this setup is related to performance if the ProtecTIER server is using
the 1 Gb ports (versus using the 10 Gb configurations). Although the ports are configured to
share the load on the ProtecTIER server side, the hosts (even if they are part of a bond or
team) do not always know to load balance the activity to get the full throughput from the ports.
Load balancing mainly depends on the network cards that are installed on the hosts, and their
implementation of teaming. Thus, you should perform the following activities:

» Ina1x1setup (one host to one ProtecTIER server), if the ProtecTIER server is using
1 Gb ports and the performance target is more than 125 MBps, consider changing the
default setup and define several application interfaces. Divide the physical ports between
the interfaces, and define a different IP address and subnetwork for each IP. In this case,
the host must choose to mount the shares on different IPs to benefit from them. For
redundant ports, include at least a pair of ports for each application interface.

» In a Mx1 setup (many hosts to one ProtecTIER server), if the aggregate performance is
important (versus the performance of a specific single host), leave the default setup as it
is, except the bonding type and mode, as explained in this section.

» If the ProtecTIER server is configured with 10 Gb ports, the throughput can be satisfied by
a single interface. However, if you need more than 500 MBps performance, define at least
two FSI IPs on the ProtecTIER server by dividing the physical ports between the IPs. This
configuration provides better throughput because the CIFS traffic flows in two different
paths from the host to the ProtecTIER server.
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Network setup example

As shown in Figure 5-4, the network setup requires thoughtful planning. In this example with
five subnets, we took all the necessary steps to separate the management network from all
other networks. We use two dedicated subnets for backup traffic to the ProtecTIER server,
and we have two more dedicated subnets for ProtecTIER IP replication traffic. We also use
bonding for the backup traffic subnet to aggregate two interfaces into one logical link that uses
only one IP.

To Replication Network #1 To Replication Network #2
of remote ProtecTIER of remote ProtecTIER

192.168.100.10) 192.168.200.10

9.xxx xxx. 10
90X xxx.20

Replication Network #2
192.168.200.0 / 24

Bonded Connectigh -

only one IP used Bonded\Connection -

only\ohe IP used

Figure 5-4 Potential network layout with five subnets

Tip: Aggregate ports from different physical adapters to avoid physical adapter failure.
Aggregating the two ports from a dual port adapter does not avoid failure of the
whole adapter.

If your physical network layout does not allow a similar setup, virtual private networks (VPNSs)
are an excellent method of segmenting traffic and achieving individual subnets that are
separated from each other.

Static routes can be configured through the ProtecTIER service command-line menu to allow
static routes for network segmentation. This option might be especially useful when you use
an existing WAN connection together with other devices.

5.4.4 VLANs

When you connect the ProtecTIER server on a single site with the hosts, you can connect it
on the same VLAN as the hosts or on separate VLANSs.
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As shown in Figure 5-5, a single switch topology, the ProtecTIER servers, and the hosts are
connected to the same VLAN, with the same IP subnet, on the same physical switch.
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Figure 5-5 Single switch configuration

When you connect the hosts and the ProtecTIER servers on multiple LAN switches, the
connectivity between the switches must be able to transfer the data rate that is required for
the backup. For best results, use 10 Gb Ethernet connectivity between the switches. Another
option is to define another link aggregation between the switches so that they can transfer the
required bandwidth (Figure 5-6).
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Figure 5-6 Multiple LAN switches configuration
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The dual switch configuration can be used for high availability with switch redundancy

(Figure 5-7).
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Figure 5-7 Dual switch configuration
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When using different VLANs with different IP subnets, the host and the ProtecTIER server
are connected on separate VLANs and subnets. The switch has Layer 3 support. Routing is
performed between VLANs (Figure 5-8).
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Figure 5-8 Separate VLANs and subnets configuration

5.4.5 IP addresses

You must configure unique IP addresses on the hosts and on the ProtecTIER servers if
bonds are configured. If you are configuring bonds, each bond (or team) must be assigned a
single IP address. Otherwise, each physical interface must be assigned a unique IP address.
On each system, host or ProtecTIER, each IP address that is configured must be on a
different subnet. Additional hosts and ProtecTIER servers can share the subnet. For
example, on the first ProtecTIER server, you can configure the following IP addresses:

192.168.151.1/24
192.168.152.1/24
192.168.153.1/24
And so on

vyvyyy

In this case, the second ProtecTIER node can use the following addresses:

» 192.168.151.2/24
» 192.168.152.2/24
» 192.168.153.2/24
» Andsoon

In this example, the first network is 192.168.151.0, and you can define 255 subnet
addresses. Therefore, the first ProtecTIER server is using an address in this subnet
(192.168.151.1), and the second ProtecTIER server can use a different address on the same
subnet (192.68.151.2).
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5.4.6 Routing the IP traffic

Static routes are a simple and effective way of instructing the host IP stack how to route IP
traffic that is destined for specific subnets. This configuration is necessary whenever traffic to
any specific subnet must be sent through a different gateway and possibly a different
network-interface than the default-gateway definition would otherwise dictate. If required,
configure your static routes so that each port on the host can reach one virtual port on each
ProtecTIER server to which it is connected. If possible, configure all IP addresses on the
media servers on the same subnets that you defined on the ProtecTIER servers.
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OpenStorage guidelines

This chapter describes the ProtecTIER OpenStorage (OST) concepts, methods, and system
components. This chapter also provides a networking overview that illustrates OST network
configuration best practices to support different IP configurations.

This chapter describes the following topics:

OST overview and main components
Networking overview and description
NetBackup Storage Lifecycle Policies
OST functionality

vyvyyy
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6.1 OpenStorage overview

OpenStorage Servers are intelligent storage devices that interface with NetBackup Media
Servers through the Symantec OpenStorage (OST) application programming interface (API).
The vendor that supplies the Storage Server appliance provides a software plug-in, which is
installed on each NetBackup Media Server that is attached to the OpenStorage Server.

With OST, ProtecTIER can be integrated with Symantec NetBackup to provide backup-to-disk
without having to emulate traditional tape libraries. By using a plug-in that is installed on an
OST-enabled NetBackup media server, the ProtecTIER product can implement a
communication protocol that supports data transfer and control between the backup server
and the ProtecTIER server.

6.1.1 Main components

The OST environment is composed of the following main components (Figure 6-1).
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Figure 6-1 ProtecTIER components

» Storage Server (STS): The STS is an entity that runs on the ProtecTIER servers and uses
the major internal ProtecTIER platform functions, such as HyperFactor, clustering,
and replication.

» Logical Storage Unit (LSU): LSUs are configured on the STS to divide the system into one
or more logical units of space. The LSU is the container of storage and images. The LSU
storage capacity is defined as a nominal percentage of the overall nominal capacity of the
repository. The LSU nominal percentage considers the configured percentages of the
other LSUs that all share the physical storage of the repository.

» Plug-in: The plug-in is a shared library (a stateless software component) that is on the
NetBackup host system. The plug-in is dynamically linked to the NetBackup application for
data transfer to the ProtecTIER storage server emulation.

The current version of the ProtecTIER OST Plug-in is Version 3.3, which supports the
NetBackup Optimized Deduplication function.
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6.2 Networking overview

In an OST environment, the ProtecTIER server connects to the network with multiple
Ethernet adapters, and supports a total throughput of hundreds of megabytes per second
over the network per node. This section describes basic OST network terminology.

For a more thorough description of configuration best practices to support different IP
configurations, see Chapter 5, “Networking essentials” on page 79. It provides the scope and
objectives, along with the networking technologies that are used to set up the ProtecTIER
front-end interfaces to the network.

For a description of typical considerations and best practices for replication in an OST
configuration, see 22.8, “Replication best practices for OST” on page 422.

6.2.1 Definitions and acronyms

For definitions, terms, and abbreviations that are relevant to OST network configuration, see
5.1, “Network terminology” on page 80.

6.2.2 Load distribution methodology
The ProtecTIER plug-in for OST runs on the media server and distributes the load on Layer 4.

The network load balancing should also be performed on this layer to achieve the best
performance over the bond group.

6.2.3 Bonding configuration
The ProtecTIER server default installation bonds all the Ethernet ports to be used as OST
front-end ports together in a single bond or team. The default bonding configuration is round
robin. When you use switchless topology, use the Individual IPs (Layer 3) configuration.

When you use Etherchannel or 802.3ad, change the default round robin bonding
configuration to Layer 3/4 hash mechanism.

6.2.4 Broadcom NICs with Microsoft platforms

If you use Ethernet teaming, the Broadcom NICs should be configured with the Broadcom
network utility. From the utility, select Link Aggregation 802.3ad for the team type.

6.2.5 IBM AIX platforms

If you use bonding, use the AlX configuration tools to create a link aggregation of type
802.3ad. Set the hash mode to src_dst_port.

6.2.6 Solaris platforms

If you use bonding, use the dladm command to create a link aggregation. The LACP mode
should be active and the policy should be L4.
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6.2.7 Configuring the network interfaces on the host media server

On the hosts, similar to the ProtecTIER servers, each physical interface should be assigned
its own IP address or grouped within a bond with a single IP address. Each interface or bond
on the host side must have its own |IP address on a separate subnet. As in the ProtecTIER
server, different hosts can share the subnet.

6.2.8 Configuring a ProtecTIER server to work with the OpenStorage

environment

For instructions about configuring a ProtecTIER server to work with the OST environment,
see the IBM System Storage TS7600 - ProtecTIER User's Guide for OpenStorage Systems,
v.3.3, GA32-2234.

6.3 Performance optimization

ProtecTIER configuration settings can be tuned in order to achieve optimal performance
when you use 10 Gb Ethernet adapters. To tune the settings, complete the following steps:

. Modify the OST user.xml settings:

a. Stop the vifd services on all nodes by running the following command:
service vtfd shutdown

b. Locate and edit the user.xml file:
find /mnt |grep OST |grep pri |grep user.xm]

The following lines show the user.xml file before you edit it:

<nAsyncThreadPoolThreads default="64" max-value="256" min-value="16"
value="use-default">

<nostNetThreads default="64" max-value="256" min-value="16"
value="use-default">

The following lines show the user.xml file after you edit it:

<nAsyncThreadPoolThreads default="64" max-value="256" min-value="16"
value="256">
<nostNetThreads default="64" max-value="256" min-value="16" value="256">

c. Restart vtfd on all nodes by running the following command:

service vtfd init

. Modify the ProtecTIER plug-in on the NetBackup Host by running the following command:

/opt/IBM/ost_plugin_tools/ostp_c1i cfg_change
min-physical-per-logical-connections-complex 2

6.4 NetBackup Storage Lifecycle Policies
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A Storage Lifecycle Policy (SLP) is a plan or map of where and how long backup data is
stored. Storage Lifecycle Policies are used to provide an intuitive interface that controls the
entire data lifecycle. The Storage Lifecycle Policy determines to where the backup is initially
written and where it is then duplicated. It also automates the duplication process and
determines how long the backup data is in each location to which it is duplicated.
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SLPs offer the opportunity for users to assign a classification to the data at the policy level. A
data classification represents a set of backup requirements, which makes it easier to
configure backups for data with different requirements, for example, email data and

financial data.

SLPs can be set up to provide staging behavior. They simplify data management by applying
a prescribed behavior to all the backup images that are included in the SLP. This process
allows the NetBackup administrator to use the advantages of disk-based backups in the near
term. It also preserves the advantages of tape-based backups for long-term storage.

An SLP thus replaces both the duplication process and the staging process by introducing a
series of storage locations or destinations that use different types of storage with different
retention periods and by ensuring that data always exists at the appropriate locations at the
appropriate phases of the lifecycle.

Each location can be regarded as a distinct service-level tier for Recovery Time Objective
(RTO); thus, the RTO is initially a “Platinum” service level, but it degrades over time to a
“Bronze” service level instead of remaining at Platinum indefinitely. As the service level
degrades, the cost of storing the data decreases. This is an acceptable trade-off, as the value
of backup data decreases with time. Backup data is at its most valuable immediately after the
backup is made, and it is then that the RTO must be kept to a minimum. Once a more recent
backup exists, the previous backup has less value because it does not offer the best RPO. As
more time passes, the likelihood that a restore from the backup is required decreases, and
even should a restore be required, it is unlikely to be an urgent requirement. It is therefore
reasonable to allow the RTO to increase (see Figure 6-2).
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Figure 6-2 Recovery time versus the age of the backup
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Figure 6-3 shows how the initial cost of storing a backup image rapidly decreases as the
backup ages. The total cost of storage over the life of the backup is lower than it would be if
the backup was held on Platinum storage for its entire life. Less higher-cost storage is
required overall because the available storage can be reused more often with the tiered
model.
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Deys  Weeks Mc-li'ma 'feiars

Time since backup

Figure 6-3 Cost of storing a backup image over time

6.5 OST functionality

The OST API allows intelligent disk devices to integrate with NetBackup. The NetBackup
OST API defines several modalities for duplicating backup images. ProtecTIER supports only
NetBackup Optimized Duplication and Granular Recovery Technology (GRT).

Note: Other NetBackup OST Functions are included here for completeness and are not a
statement of support:

» Auto Image Replication (A.l.R.)
» Accelerator
» Optimized Synthetic Backup

For the latest OST plug-in support for OS support, OpenStorage functionality for the
ProtecTIER product family, go to the following website:

http://www.ibm.com/systems/support/storage/config/ssic/index.jsp

6.5.1 Optimized duplication
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The Symantec NetBackup OpenStorage Optimized Duplication feature takes advantage of
the replication capabilities that are built into many storage servers by allowing images that are
replicated by the storage servers to be registered as duplicated copies in the NetBackup
catalog. This feature requires at least one NetBackup Media Server with connectivity to both
the source storage server and the destination storage server. Optimized duplication cannot
be performed across NetBackup domains.
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ProtecTIER native replication integrates with the NetBackup OST API to provide a
many-to-many replication strategy. Up to 12 ProtecTIER systems can be defined in a
bidirectional OST mesh replication group. See Figure 6-4.
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Figure 6-4 ProtecTIER native replication with OST

6.5.2 Granular Recovery Technology

Note: GRT requires ProtecTIER plug-in Version 3.3.

Symantec's patent-pending Granular Recovery Technology (GRT) eliminates the pain from
the recovery process. Exclusive to Symantec Backup Exec 12, GRT enables businesses to
recover critical data in mere seconds for key Microsoft applications, such as Exchange,
SharePoint, and Active Directory from a single interface.

Now, any piece of Exchange data that is needed (including individual emails, folders, or
mailboxes) can be quickly recovered without doing time-consuming mailbox backups. GRT
simply performs a single-pass database backup, and supports local, remote, or removable
backup to disk backups. It is easy to customize the technology according to your needs. For
example, when it is time to make room for new backups, old backups can be archived or
offloaded to tape. Also, the Exchange administrator can browse a backup set just like
browsing Exchange and select the items to restore, even down to the individual email.

Chapter 6. OpenStorage guidelines 101



6.5.3 Auto Image Replication

A NetBackup domain is a collection of NetBackup clients and media servers that are
controlled by a single NetBackup master server. Before NetBackup 7.1, SLPs work
exclusively within the confines of a single NetBackup domain. Starting with NetBackup 7.1,
SLPs support the duplication of images from one NetBackup domain to another. This feature
is known as Auto Image Replication (A.l.R.).

A.L.R. requires compatible OpenStorage devices (including NetBackup deduplicating
devices) to transfer the data between the source and target NetBackup domains because it
uses the unique capabilities of the OpenStorage API to make the duplication process
efficient. OpenStorage devices need a plug-in that supports the A.l.R. feature to use it.

6.5.4 Accelerator

NetBackup Accelerator facilitates intelligent and streamlined backups to disk by increasing
the speed of full backups. The increase in speed is made possible by change detection
techniques on the client. The client uses the change detection techniques and the client's
current file system to identify changes that occurred since the last backup. The client sends
the changed data to the media server in a more efficient backup stream. The media server
combines the changed data with the rest of the client's data that is stored in previous backups
to create a new full backup image without needing to transfer all the client data.

6.5.5 Optimized Synthetic Backup
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NetBackup Optimized Synthetic Backup is a feature where a full backup can be synthesized

on storage server by using previous full and subsequent incremental backups without reading
those component images and writing a new image. This technology has been in NetBackup

since Version 6.5.4. It is available on all NetBackup appliances, Media Server Deduplication

Pool, and PureDisk Deduplication Option Pool. Recently, some of the OpenStorage partners
also have announced support for this feature.
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Host attachment considerations
for VTL

This chapter describes the best practices for connecting hosts to the ProtecTIER Virtual Tape
Library (VTL), including device driver specifications for various operating system platforms,
such as AlX, UNIX/Linux, and Solaris. This chapter also describes the recommended settings
for LUN masking, persistent device name binding, and considerations about control path
failover (CPF) and data path failover (DPF).

Note: This chapter applies only when you use the VTL emulation feature of ProtecTIER. It
does not apply to OST or FSI.

This chapter describes the following topics:

» General recommendations for connecting any backup application host to a ProtecTIER
VTL system

» Device driver specifications

» Control path failover and data path failover guidance
» Persistent device name binding

» LUN masking for VTL systems
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7.1 General recommendations

When you use the VTL emulation of the ProtecTIER system, there are several general
recommendations that you can follow to connect any backup application host to the
ProtecTIER system:

>

Ensure that the operating system (OS) platform and version of your host, and your backup
server version, are listed as supported in the IBM Interoperability Matrix and in the Backup
Application ISV Support Matrix. For more information, see 7.2, “Device driver
specifications” on page 104.

Install the recommended device driver on the host, as specified in the IBM Interoperability
Matrix. For more information, see 7.2, “Device driver specifications” on page 104.

When possible, configure Control Path Failover (CPF) to enable redundancy to access
virtual tapes robot devices. For more information, see 7.2, “Device driver specifications” on
page 104.

Set up persistent device naming to avoid changes on devices that are recognized by the
operating system after a system reboot. For example, persistent naming can be
configured under Linux by using the udev device manager. For more information, see 7.2,
“Device driver specifications” on page 104. When you set up persistent naming, do not
use SAN discovery in Tivoli Storage Manager. The Tivoli Storage Manager SAN discovery
function discovers IBM devices that are based on the original operating system device
name and not based on customized devices names as they are created, for example,
with udev.

When you share a virtual tape library across several backup hosts, enable the LUN
masking feature and configure LUN masking groups, as described in 7.3, “LUN masking
for VTL systems” on page 114.

7.2 Device driver specifications
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Select the appropriate device driver, depending on the backup application, OS platform, and
version of the host that you attach to the ProtecTIER server.

Ensure that your server hardware is also listed as supported in the System Storage
Interoperation Center (SSIC). This interoperability matrix also provides information about the
required or minimum firmware versions. The SSIC can be found at the following website:

http://www-03.1ibm.com/systems/support/storage/ssic/interoperability.wss

Each application has a set of specific instructions to be followed. It is important to understand
the requirements for each backup application and operating system version. Those
requirements are listed in the IBM System Storage TS7650/ TS7650G / TS7620 ProtecTIER
Deduplication Appliance / Gateway / Appliance Express - Backup Application ISV Support
Matrix, which can be found, along with information about other tape devices, under the
Compatibility information section at the following website:

http://www.ibm.com/systems/storage/tape/resources.html#compatibility

This matrix can also be found at the following link:
http://public.dhe.ibm.com/common/ssi/ecm/en/iv112348usen/IVL12348USEN.PDF
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Review the Notes section of the IBM ProtecTIER Backup Application ISV Support Matrix.
This section specifies which device driver (either IBM Tape Device Driver or native OS driver)
must be installed on the host to work with the ProtecTIER VTL. All ProtecTIER releases are
listed in the same document. You must scroll down to find the section that is related to
previous releases of the ProtecTIER product.

Table 7-1 summarizes which device driver should be chosen for each application. To confirm
detailed information about version and specific configurations, see the latest release of the

ISV Support Matrix.

Table 7-1 Summary of device drivers by each backup application

Backup application

IBM Tape Device Drivers

Native OS driver or ISV driver

IBM Tivoli Storage Manager

All platforms

N/A

Symantec Veritas NetBackup
(NetBackup)

AIX with NBU 6.5.2 and later.
When an IBM tape driver is
used, its multipath function
must be disabled.

AlIX with NBU older than
Version 6.5.2: Requires the
Symantec ovpass driver.
Solaris: Requires the Symantec
sg driver for drives and solaris
st driver for the robot changer
devices.

All other platforms.

EMC NetWorker

Windows
AIX
Solaris (or native)

Linux
HP-UX
Solaris

Commvault Windows All other platforms: Native OS
AIX drivers
HP Data Protector Windows All other platforms: Native OS

drivers

The following sections list the specifications grouped by OS, but always refer to the latest
release of the ISV Support Matrix.

7.2.1 AIX specifications to work with VTL

The following items describe backup and recovery applications and AlX specifications that

work with VTL:

» Tivoli Storage Manager backup application on all AIX OS versions requires IBM Tape
Device Drivers for the TS3500 Library medium changer and for LTO3 drives.

» The EMC NetWorker (Legato) backup application on all AIX OS versions requires IBM
Tape Device Drivers for the LTO3 tape drives.

» The HP Data Protector backup application requires the native OS driver for changer and

drive devices.

» Symantec NetBackup (NetBackup) in Version 6.5.2 and higher uses the IBM tape driver
with TS3500 Library medium changer and LTOS drives. Earlier releases require the
Symantec ovpass driver and the V-TS3500 library.

» For all other backup applications on AlX platforms, use the native SCSI pass-through
driver on all existing VTL emulations.
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7.2.2 Solaris specifications to work with VTL

The following items describe backup recovery applications and Solaris specifications that
work with VTL:

» The Tivoli Storage Manager backup application on all Solaris platforms requires IBM Tape
Device Drivers.

» The EMC NetWorker (Legato) backup application supports either the IBM Tape Device
Driver or the native st driver.

» The HP Data Protector backup application requires a Solaris sst driver for the TS3500
medium-changer and the native driver for the drives.

» All other backup applications on Solaris use the native driver for all existing
VTL emulations.

7.2.3 Linux specifications to work with VTL

The following items describe backup recovery applications and Linux specifications that work
with VTL:

» The Tivoli Storage Manager backup application on all Linux platforms requires IBM Tape
device drivers.

» The EMC NetWorker (Legato) backup application requires the native st driver only, and it
can support up to 128 tape drives per host.

» For all other backup applications on Linux platforms, use the native SCSI pass-through
driver for all existing VTL emulations.

» Implementation of control path failover (CPF) and data path failover (DPF) features are
possible only with the Tivoli Storage Manager backup application on all Linux platforms.

7.2.4 Windows specifications to work with VTL

The following items describe backup recovery applications and Windows specifications that
work with VTL:

» Tivoli Storage Manager, EMC NetWorker, and CommVault require IBM Tape
Device Drivers.

» Symantec NetBackup (NetBackup) and all other backup applications that are not
previously listed use the native Windows driver for the VTL emulations.

7.2.5 IBM Tape Device Driver

For the IBM Tape Device Driver, there is an installation and user’s guide that contains
detailed steps to install, upgrade, or uninstall the device driver for all supported OS platforms.
The IBM Tape Device Drivers Installation and User's Guide can be downloaded from the
following website:

http://www.ibm.com/support/docview.wss?rs=577&uid=ssg157002972

The IBM Tape Device Drivers can be downloaded from the Fix Central website. Fix Central
also provides fixes and updates for your systems software, hardware, and operating system.
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To download the IBM Tape Device Driver for your platform, go to the IBM Fix Central
website at:

http://www.ibm.com/support/fixcentral
After you access the website, complete the following steps, as shown in Figure 7-1:
1. Click the Product Group drop-down menu and select Storage Systems.

. Click the Product Family drop-down menu and select Tape Systems.

2
3. Click the Product Type drop-down menu and select Tape device drivers and software.
4. Click the Product drop-down menu and select Tape device drivers.

5

. Click the Platform drop-down menu and select your operating system. You can select the
generic form of the platform (Linux) and a// device drivers for that platform appear.

6. Click Continue. In the window that opens, select the download that you need.

United States [ change]

Home Solutions - Services T Products ~ Support & downloads - My IBM ~ Welcoms

<-?t——u—" o IBM Support Porta le Cen’[ra|

Supported products

Enhancements Fix Central provides fixes and updates for your system's software, hardware, and operating
system.

Help

Feedback Selectthe product below. When using the keyboard to navigate the page, use the Alt and down

arrow keys to navigate the selection lists.

For additional infermation, click on the following link.
b= Getting started with Fix Central

Product Group
Storage Systems v

Product Family
Tape Systems “

Product Type
Tape device drivers and software |+

Product
Tape device drivers w

Platf

e Continue

Figure 7-1 Fix Central website with the tape device driver selection

7.2.6 Control path failover and data path failover

Device driver path failover support configures multiple physical paths to the same device
within the device driver. It also provides automatic failover to an alternative physical path
when a permanent error occurs on one path.

The automatic failover support provides error recovery on an alternative path when a
permanent error occurs on the primary path. This action is transparent to the
backup application.
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There are two types of path failover:

» Data path failover (DPF)
» Control path failover (CPF)

DPF is automatic failover support for the transfer of data, which provides error recovery for
systems that are connected to tape drives. CPF is automatic failover support for the transfer
of commands to move tape cartridges, that is, commands to the robot (media changer). For
an example of control path failover, see Figure 7-2.
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Figure 7-2 Control path failover
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When path failover support is enabled on all logical devices, the device driver configures them
internally as a single device with multiple paths. The application can still open and use only
one logical device at a time. If an application opens the primary device and a permanent path
error occurs, the device driver initiates failover error recovery automatically on an alternative
path. If successful, the current operation continues on an alternative path without interrupting
the application.
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Data path failover (DPF) for tape drives is the same as a redundancy IBM driver mechanism
for the tape drives. DPF is supported on AlX, Linux, Windows, HP UX, and Solaris. It has the
following attributes:

»

It functions as though it is a physical LTO-3 tape drive. There are redundant paths from the
host, through the fabric, to a single FC interface at the drive.

It requires the IBM Tape Device Driver for the OS that is hosting the backup application.
A single virtual tape drive is still instantiated on a single front-end port at a specific LUN.

The data path failover error recovery first restores the previous device state, SCSI
Reservation, and tape position, and then tries the failing operation again.

Control path failover is a redundancy IBM driver mechanism that causes failover to occur to
an alternative path if there is a path failure to the tape library (robot) control path. CPF is
supported on Microsoft Windows, Solaris, Linux, HP UX, and AIX. It has the following
attributes:

»

»

>

The TS3500 media changer emulation enables CPF.
It requires the IBM Tape Device Driver for the OS hosting the backup application.

The media changer can be instantiated multiple times across multiple front-end interfaces
across both nodes.

Log entries for media changer commands contain originating path information.

Symantec qualified NetBackup with the “V-TS3500” media changer emulation setting.
Because NetBackup does not support the IBM device driver for medium changers,
NetBackup relies on a built-in failover mechanism.

IBM Path Failover (CPF and DPF) features require IBM Tape Device Drivers. Table 7-2
summarizes the backup application and operating systems that support CPF and DPF.
Always refer to latest release of the ISV Support Matrix for the latest information.

Table 7-2 CPF and DPF supported applications

Backup
application

AIX Solaris Windows Linux HP UX

IBM Tivoli Storage
Manager

CPF and DPF 2 | CPF and DPF CPF and DPF CPF and DPF CPF and DPFP

Symantec Veritas
NetBackup
(NetBackup)

EMC NetWorker

DPF DPF DPF

CommVault

CPF and DPF

HP Data Protector

a. DPF is not supported for Tivoli Storage Manager V6.3. For Tivoli Storage Manager V6.2 and earlier, the following
fscsi device attributes changes are required: dyntrk=yes and fc_err_recov=fast fail.

b. When you use CPF and DPF, specify the following IBM Tape Device Driver parameters: -kctune
atdd_disable_reserve=1and -Kctune atdd_reserve_type=3. For more information, see IBM Tape Device Drivers
Installation and User’s Guide, GC27-2130.
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In the ProtecTIER Manager, you can verify that the control path failover is enabled, which is
the default, by checking the properties of a defined library in the Configuration window
(Figure 7-3).

Configuration

WT Yersion |60

Compression mode | Enabled E“
HyperFactar mode | Enabled IE“
Cantral path failowver mode | Enabled IE“

Figure 7-3 Control path failover mode enabled at ProtecTIER Manager

Enabling control path failover in Tivoli Storage Manager
To enable CPF/DPF in an AlX system with Tivoli Storage Manager, complete the
following steps:

1. Ensure that the Tivoli Storage Manager option SANDISCOVERY is set to OFF by running the
following command:
q opt sandiscovery

If it is not disabled, you can disable it by running the following command:

setopt sandiscovery off

SANDISCOVERY setting: Ensure that the Tivoli Storage Manager server setting
SANDISCOVERY is disabled. It is not needed for CPF functionality. The ProtecTIER
product exports multiple tape drives with the same WWPN, so the SANDISCOVERY feature
does not work as expected and must be turned off.

The SANDISCOVERY setting must be turned ON temporarily for Tivoli Storage Manager
V6.3 to run the Tibaction command. It can then be turned off when you use CPF/DPF
in Tivoli Storage Manager. For more information about the 1ibaction command and the
SANDISCOVERY setting, see 14.2.12, “Tivoli Storage Manager version with VTL’ on

page 227.

2. Enable path failover support on each SCSI medium changer by running the chdev
command in AIX:
— chdev -1 smc0 -aalt_pathing=yes
— chdev -1 smcl -aalt_pathing=yes

Primary and alternative paths

When the device driver configures a logical device with path failover support enabled, the first
device that is configured always becomes the primary path.

On AIX systems, on SCSI attached devices, -P is appended to the location field. On Fibre
attached devices, -PRI is appended to the location field of the device (Example 7-1 on

page 111). When a second logical device is configured with path failover support enabled for
the same physical device, it configures as an alternative path.

On SCSI attached devices, -A is appended to the location field. On Fibre attached devices,
-ALT is appended to the location field of the device (Example 7-1 on page 111). A third logical
device is also configured as an alternative path with either -A or -ALT appended, and so on.
The device driver supports up to 16 physical paths for a single device.
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If smc0 is configured first, and then smcl is configured, the 1sdev -Cc tape command output is
similar to Example 7-1.

Example 7-1 Primary and alternative path example for Fibre attached devices

aixserver> lsdev -Cc tape | grep smc
smcO Available 06-09-02-PRI IBM 3584 Library Medium Changer (FCP)
smcl Available 0B-09-02-ALT IBM 3584 Library Medium Changer (FCP)

Configuring CPF: Detailed procedures about how to configure control path failover for
AlX and other platforms can be found in 6.2, “Installing and configuring OS device drivers”,
in IBM System Storage TS7600 with ProtecTIER Version 3.3, SG24-7968, and in the IBM
Tape Device Drivers Installation and User's Guide, found at:

http://www.ibm.com/support/docview.wss?rs=577&uid=ssg157002972

Redundant robots with Symantec NetBackup V6.5.2

Symantec NetBackup (NetBackup) V6.0 became the first release to support multiple paths to
tape drives. In Symantec NetBackup V6.5.2, the method for handling multiple robots
is enhanced.

This version of NetBackup can handle multiple robot instances without the IBM tape driver
because the path failover mechanism is implemented in the NetBackup software.

The V-TS3500 library type presents redundant robots to NetBackup V6.5.2, which eliminates
the single robot limitation.

After you configure your storage devices (use the Configure Storage Devices wizard), only
the first path that is detected by the robot is stored in the Enterprise Media
Manager database.

If other paths to the Tape Library Device (TLD) robot exist, you can configure them as
alternative paths by enabling multiple path support in NetBackup. Use the NetBackup
robtest utility to enable and manage multiple path support for TLD robots.

If all paths fail and the robot is marked as down, then, in multiple path automatic mode,
NetBackup regularly scans for the robot until it becomes available again. Automatic mode is
the default. If you use multiple path manual mode, NetBackup regularly attempts to access
the robot through all the paths that are configured in the multipath configuration.
To enable multiple paths for TLD robots, complete the following steps:
1. Start the robtest utility:

— For UNIX, run /usr/openv/volmgr/bin/robtest.

— For Windows, run install_path\Volmgr\bin\robtest.exe.
2. Select the TLD robot for which you want to enable multiple paths.
3. Atthe Enter t1d commands prompt, enter the following command:

multipath enable
When the multipath feature is enabled, it defaults to running in automatic mode. The

automatic mode automatically scans for all paths for each TLD robot at each t1dcd daemon
start, requiring no additional setup.
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CPF setup: The complete procedure to set up the control path failover with Symantec
NetBackup can be found at:

http://www.symantec.com/business/support/index?page=content&id=TECH60395

7.2.7 Persistent device naming

Persistent device naming from a hardware perspective is a way of permanently assigning
SCSil targets identifiers (IDs) to the same Fibre Channel logical unit numbers (LUNs). With
persistent naming, these devices are discovered across system reboots, even if the device's
ID on the fabric changes. Some host bus adapter (HBA) drivers have this capability built in,
and some do not; therefore, you must rely on additional software for persistent binding.

From a software perspective, the device files that are associated with the Fibre Channel
LUNSs can be symbolically linked to the same secondary device file based on the LUN
information. This setup ensures persistence upon discovery even if the device's ID on the
fabric changes.

Operating systems and upper-level applications (such as backup software) typically require a
static or predictable SCSI target ID for storage reliability, and persistent device naming.

An example where persistent naming is useful is a specific host that always assigns the same
device name to the first tape library and drives it finds (Figure 7-4).1

Server Server Server
[ —] i — (W]
= = L = ==
Hnnnm N T
T (T Hnnmn
HBA HBEA
Tape Library
3 aua
Lun 4 SAN Switch
N M
l | o o o
LUM 1 LUN &
SAN Switch
. N
LUM 2 LUN &
Port 2 l | o o
|_ LUM 3 LUN T

Figure 7-4 Persistent device name binding

T Reference: http://www.storagesearch.com/datalink-artl.html
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Why persistent device naming matters

Persistent device naming support ensures that attached devices are always configured with
the same logical name that is based on the SCSI ID, LUN ID, and HBA. You want to be
certain that the same logical names are assigned to your device, even when the system

is rebooted.

For example, when the AIX operating system is booted, the HBA performs a device discovery
and assigns a default logical name to each device that is found, in sequential order.

Assume that an AIX system is connected to a tape library with two tape drives, with a LUN ID
of 0 and target addresses of 0, 1, and 2. The HBA initially configures them as Available with
the following logical names:

» rmt0 target 0, lun 0 Available
» rmtl target 1, lun 0 Available
» rmt2 target 2, lun 0 Available

Suppose that the tape devices are deleted from the system (by running rmdev -d1 rmtl and
rmdev -d1 rmt2) before you reboot the machine. On the next reboot, if the existing rmt1 target
1 device is powered off or not connected, the HBA initially configures two devices as
Available with the following logical names:

» rmt0 target 0, lun 0 Available
» rmtl target 2, lun 0 Available

If the previous rmt1 target 1 device is powered on after reboot and the cfgmgr command is
run, the HBA configures the device as rmt2 instead of rmt1:

rmt2 target 1, Tun 0 Available

This example is a simple one. Imagine if you have a system with 200 tape drives, and with
every system reboot, each device is assigned a different name. This situation could cause
extra work for a system administrator to correctly reconfigure all the devices after each reboot
or device reconfiguration, such as changing the characteristics of a virtual tape library.

For applications that need a consistent naming convention for all attached devices, use
persistent device naming support by defining a unique logical name (other than the AIX
default names) that is associated with the specific SCSI ID, LUN ID, and HBA that the device
is connected to.

In AlX, you can change the logical name of a device by running the chdev command. For
example, to change the logical name of the device rmt1 to rmt-1, run the following command:
chdev -1 rmtl —a new_name=rmt-1

This command allows the system to understand that rmt-1 is not detected by the HBA but is
predefined at the SCSI ID and LUN ID. The rmt-1 device remains in the defined state and is

not configured for use, but the next rmt-2 tape drive is configured with the same name at the
same location after reboot.

Path failover: When path failover is enabled, if you change the logical name for either a
primary or alternative device, only the individual device name changes.

Detailed procedures about how to configure persistent device naming for AIX and other
platforms can be found in the IBM Tape Device Drivers Installation and User's Guide,
found at:

http://www.ibm.com/support/docview.wss?rs=577&uid=ssg157002972
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7.3 LUN masking for VTL systems

114

Administrators can manage the visibility of specific devices to specific hosts within the IBM
ProtecTIER environment. This ability is called LUN masking.

LUN masking allows specific devices (such as tape drives or robots) to be seen by only a
select group of host initiators. You can use this feature to assign specific drives to a specific
host that runs backup application modules. It enables multiple initiators to share the target
Fibre Channel (FC) port without having conflicts on the devices that are being emulated.

The LUN masking setup can be monitored and modified at any time during system operation.
Every modification to LUN masking in a ProtecTIER server that might affect the host
configuration requires rescanning by the host systems. By default, LUN masking is disabled.
Without LUN masking, all of the devices in the environment are visible to all of the Fibre
Channel attached hosts within the fabric if SAN zoning is set up accordingly. When you
enable LUN masking, no LUNs are assigned to any backup host and the user must create
LUN masking groups and associate them with the backup hosts.

The example that is shown in Figure 7-5 shows the management of a ProtecTIER
environment. The ProtecTIER system includes several devices, such as tape drives and
robots. Each device is assigned a LUN ID. The administrator manages two hosts and each
host has two HBA ports, where each HBA port has a unique worldwide name (WWN).

A host initiator is equivalent to a host port. The host initiator uses the port's WWN for
identification. By default, all the devices in the environment are visible to all the hosts. For
security purposes, you must hide some of the devices from one of the ports. To accomplish
this task, you must create a LUN masking group, and assign a host initiator and specific
devices to that group. Performing this process ensures that the selected devices are only
visible to the selected hosts.

What is LUN masking?

LUN Masking

host initiator

)| (1]
WWNM

)

WWMN - WWN

S —

LUN 0 LUN 1 LUN 2 LUN 3

Figure 7-5 LUN masking scenario
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7.3.1 LUN masking methods and best practices

Use LUN masking to manage device visibility. LUN masking conceals specific devices (tape
drives or robots) from the view of host initiators while allowing a selected host initiator group
to view them. Here are some best practices for LUN masking:

» Define host aliases to identify the host ports. When you define backup host aliases, use a

practical naming scheme. For example:
— hostname-FEQ (for front-end port 0)
— hostname-P0 (for port 0)

With more than two backup hosts, use LUN masking to load balance VTL performance
across multiple front-end ports.

Regardless of LUN masking, virtual drives are physically assigned to one front-end port,
so backup hosts must be attached to that single port. For load balancing purposes,
distribute drives across multiple front-end ports. If possible, distribute drives across all four
front-end ports.

Use LUN masking to establish two or more front-end paths to a backup server for
redundancy. For example:

— In environments with up to four backup servers, you could dedicate a single front-end
port to each backup server rather than using LUN masking, but with the disadvantage
of missing load balancing across multiple front-end ports and missing redundancy.

— In environments where front-end ports are shared, and you want to prevent backup
hosts from sharing, use LUN masking to isolate each backup host.

7.3.2 LUN masking configuration steps

Figure 7-6 shows the steps for a LUN masking configuration.

Host Initiator Lfr\fﬂ'gukr.e Enable/Disable
Management asking i
g Groups LUN Masking
Match WWHN with host Select library and/or tape Enable or disable
devices and make them the use of LUN
visible to specific host Masking

Figure 7-6 LUN masking configuration steps

Host initiator management
You must first perform host initiator management by completing the following steps:

1.

From ProtecTIER Manager, click VT — Host Initiator Management. A list of available
host initiators is displayed.
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2. Select one or more host initiators from the list, or manually add the host initiator by
entering the appropriate worldwide name (WWN), as shown in Figure 7-7.

Maximum host initiators: You can define a maximum of 1024 host initiators on a
ProtecTIER system.

- Repicafion  View Reports
WT Linrary
VT Drive
VT Cartridge
VT Shelf
LUN Wasking

! Reserve space (or backup

v v v v

Right

Chick "S
Select new host indiators to add to the list,
@ i least one of the host intistors should be selected - Or 'Canced 1o select none
Host Hew host initiators Options * bions »
VWA | VA | status |

@ 10000000CO79H8E4 Link up
10000000C9798BES  Link up
O 10000000CS798BE6  Link up
[0 10000000CS7I88E7  Link up
O 21020MB3254F96E  Link up

(setectn] [etectnone ]
=)

Figure 7-7 Host initiator management
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3. You can also assign an alias to the WWN by clicking Modify. Aliases make it easier for you
to identify which host is related to the WWN, as shown in Figure 7-8. The ProtecTIER
worldwide port names (WWPNSs) are found here.

Usze the buttons below to &dd, Remove, or Modify the Host intistors list.
Right-click the mouse to change the flat sddressing mode for a selected initistor.
Click "Save changes" to apply your modifications.

Host initiators Cptions #
it J Alias J LUM Masking group sssociated ] Flat addressing mode ] Link ugp ]
10000000297 98EE4 TSM_Server_PO 'y

Fill the fields below to provide host nitistor informastion.

VAR [10000D00CS7BEE -]

Alisz: [T3M_Server PO |

’Eemove || Moy || [ Rescan l

[ Flat sddressing mode [%

[§ave Changes | [gancel ]

i

Figure 7-8 Modifying a host initiator alias
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LUN masking groups

Now that you defined a host initiator, you can create a LUN masking group. Figure 7-9 shows
the LUN Masking Group window.

LUK Masking [}
Usze this dialog to Creste, Edit, andior delete LUN Masking groupis). The updsted configurstions are only saved on the ProtecTIER repository once you click 'Save changes'. Until then, you can continue modifying the
LUM mazking groups. The changes are applied to the tape emulstion devices when LUM masking is enabled.
Mote that the changes made inthe LUM Masking configuration recquire scanning by the host and by the back up application.
LUH Masking groups Cptions b J’
Mame y Graup name: (TSM_group
TSM_group
Selected Host Initiators Crptions » Library M il Cptions »
T | Alias | Library | Devices |
10000000297 93BE4 TEM_Server PO wail &, 1 Rokot @ 2Drives
| il | Remove | | |Modi1y | |Bemove |
Selected Devices Options »
Library | Deviee | Serial [ Lea | AN [ part | Hode [t |
wail % Fobot 1255640939 o] 10000000c3795hes 2 Ihzdedupta o]
wail 9 Drrivve O 1255640000 o] 1000000037 98khed o Ibsdedupta o]
wail @ Drive 1 1255640001 1 1000000097 98heE 2 Ibzcedupta 1
(a0 [ Eomove] | Reassion 2i1LUns
Save Changes | Cancel

Figure 7-9 LUN Masking Group window

To create a LUN masking group, complete the following steps:

1.

From ProtecTIER Manager, click VT — LUN Masking — Configure LUN
Masking Groups.

At the LUN Masking Group pane, click Add and enter a name for the group.

Click Add in the “Selected node initiators” pane to add one or more host initiators to the
group. The list of Host Initiators is displayed, and you can check the boxes of the
necessary hosts.

Click Add in the “Library mappings” pane to select the library that contains the devices
that you want to make visible to the hosts. Then, select the devices to assign to that group.

After you select all the necessary options, click Save Changes to create your LUN
masking group.

If LUN masking is not enabled, the Protectier Manager asks, “LUN masking is disabled.
Would you like to enable it?”. You can click Yes if you are ready to enable it, or No if you do
not want to enable it yet. Even if you click No, the LUN masking group that you created

is saved.

You can create more LUN masking groups, or you can modify an existing group for adding or
removing devices, libraries, or host initiators.
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Important:
» A maximum of 512 LUN masking groups can be configured per system.
» A maximum of 512 drives can be configured per LUN masking group.

» Each group must contain at least one host initiator and one device (tape drive or robot).
Robots can be added as required.

» A specific host initiator can belong to one LUN masking group, but you can have
multiple host initiators in a group, and multiple groups.

» A device can belong to multiple LUN masking groups, but a host initiator can belong to
only one LUN masking group.

Reassigning LUNs
After you modify a LUN masking group, unwanted gaps could occur within the LUN
numbering sequence.

For example, removing a device from an existing group causes gaps in the LUN numbering
scheme if this device does not have the highest LUN number. As a result, the backup
application might have trouble scanning the devices. If your backup application has trouble
scanning the devices, you should renumber the LUN.

To reassign a LUN, complete the following steps:

1. From ProtecTIER Manager, click VT — LUN Masking — Configure LUN Masking
Groups. The LUN Masking Group window opens.

2. Select one of the existing groups, and click Reassign LUNs at the bottom of the Select
Devices pane.
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3. The system displays the Reassign LUNs window, which has the message, “You are about
to renumber all the LUN values of the available devices in the group and all host
connected must be rescanned”, as shown in Figure 7-10.

Cptions #
Port Modle LR
2 Ihzdedupla ]
u] Ibsdedupta u]
2 Ihzdedupla 1
| Reassign &l Luks
J
Save Changes | Cancel
i

Reazsign LUz ’a

Ij 'ou are about to renumerate the LUN values
(L of all availakle devices inthe groug.
Allthe connected hosts must be rescanned.

Are you sure?

Figure 7-10 Reassigning LUNs

4. Click Yes to renumber. The LUN values are sequentially renumbered and all the devices in
the Selected Devices pane are assigned new LUN numbers, sequentially, starting
with zero.

Enabling or disabling LUN masking

LUN masking is disabled by default. When LUN masking is disabled, devices are accessible
by all hosts that are zoned to the respective front-end ports. When LUN masking is enabled
for the first time, all devices are masked/hidden from all hosts. You can then create LUN
groups to associate host initiators with specific VTL devices, and open paths between hosts
and devices. You can also enable or disable LUN masking at anytime.

To enable or disable LUN masking, complete the following steps:

1. From the ProtecTIER Manager, click VT — LUN Masking — Enable/Disable LUN
Masking.

2. If no LUN masking groups are created, ProtecTIER Manager notifies you that if you
enable the LUN masking feature without configuring LUN masking groups, the devices are
hidden from the hosts. ProtecTIER Manager prompts you to confirm whether you want to
proceed with this process.
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3. When the Enable/Disable LUN masking window opens, select Enable LUN masking, and
click OK, as shown in Figure 7-11.
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| Cancel

Figure 7-11 Enabling / Disabling LUN masking

You can use this same procedure to disable the LUN masking. After you enable or disable the

LUN masking option, rescan the devices from the host systems. Rescanning sends the
updated information for the list of visible devices and their associated LUN numbers.

Important: Every modification to LUN masking in a ProtecTIER server might affect the

host configuration and might require rescanning by the hosts.

For more information about how to configure LUN masking, see 6.1.5, “LUN Masking for
VTL systems”, in IBM System Storage TS7600 with ProtecTIER Version 3.3, SG24-7968.
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Part 2

Back-end storage
subsystems

This part describes ProtecTIER best practices and configuration guidelines for specific
back-end storage subsystems. This section also provides a list of basic rules to follow for
storage resources that are used in a ProtecTIER environment.

This part describes the following concepts and topics:

» Back-end storage overview

» IBM Storwize V3700

» IBM SAN Volume Controller, IBM Storwize V7000, and IBM Storwize V7000 Unified
Storage

» IBM XIV Storage System
» IBM System Storage DS8000

Supported storage systems: For a list of IBM and third-party disk storage subsystems
that are supported by the IBM System Storage TS7600 ProtecTIER deduplication servers,
see the TS7650/TS7650G ISV and Interoperability Matrix, found at:

http://www.ibm.com/systems/storage/tape/resources.html

You can also find the most recent information about supported devices at the IBM System
Storage Interoperability Center (SSIC), found at:

http://www.ibm.com/systems/support/storage/config/ssic
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Back-end storage overview

Back-end storage is one of the key components of the IBM System Storage TS7650G
ProtecTIER Deduplication Gateway (TS7650G) implementation. It consists of the storage
subsystems that attach to the ProtecTIER gateway nodes. In contrast to the ProtecTIER
appliance models, which come preconfigured with disks, the ProtecTIER gateways attaches
to back-end storage subsystems that then contain the repository. This chapter lists the key
factors and common configuration requirements for back-end storage that is supported by
the TS7650G.

This chapter describes the following topics:
» Overview of file systems that make up the ProtecTIER repository

» ProtecTIER Performance Planner

» General rules for configuring an IBM System Storage TS7650G ProtecTIER Deduplication
Gateway (TS7650G) with back-end storage

» Storage arrays configuration
» Integrating a ProtecTIER server into a SAN fabric
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8.1 Overview
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ProtecTIER back-end storage is a critical hardware component that holds the ProtecTIER
repository. There are three types of file systems that make up the ProtecTIER repository:

» Cluster database: Single 1 GB LUN that holds the cluster configuration information. It is in
a metadata RAID group and is seen as a metadata file system. This item is also called
a quorum.

» Metadata: Stores all the aspects about the data that is backed up and indexed, but not the
actual data. The references for restore are kept here. These file systems must be on RAID
10 arrays.

» User Data: Stores the actual data that is backed up, and referenced by new generations of
backups. These file systems must be on RAID 6 or RAID 5 arrays.

Tip: The cluster database or quorum has a storage requirement that can be fulfilled by
allocating 1 GB of data. You do not need to do a conversion to GiB or allocate more than
1 GB.

The file systems are created on the LUNs of storage arrays, so the construction and layout of
the LUNs influence the overall ProtecTIER system performance.

Important: The file system layout is defined during the pre-sales cycle with the
ProtecTIER Planner tool based on customer capacity and performance requirements.
Figure 8-1 shows the Performance Planner, and Figure 8-2 shows the Metadata Planner.
The outcome of a ProtecTIER planning session is used to size and configure

storage arrays.

Review your storage array configurations with a trained ProtecTIER specialist before the
ProtecTIER installation commences onsite. Only ProtecTIER trained specialists (IBM
Pre-sales and IBM Business Partners) should do sizing and planning.

All aspects of the disk repository, including configuration, monitoring, code updates, and
repair actions, are the responsibility of the client in conjunction with a disk storage vendor.
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Figure 8-1 shows an example of the ProtecTIER Performance Planner. Based on the planner,
to achieve 500 MBps and accommodate a 120 TB repository with a 10:1 HyperFactor ratio,
the storage array should be configured with 32 x 300 GB 15,000 rpm of Fibre Channel (FC)
drives in 4 x 4+4 RAID groups for metadata, and 176 x 1 TB 7,200 rpm of SATA drives for

User Data in 22 x 6+2 RAID groups.

28] TS7650G Performance Planner

ProtecTIER Performance Planner

Company:|Bupkis Data

Workload: Example

Created:
Updated: |

By: |

5|

Target Performance Profile
Model: [[FIEEE -~ Initial Perf: 500 MBlsec

Emulation: |VTL :
Repository Size: 120 TB

|FC E| 15.000 E| BDDB ‘ 10 E|4+4E|

Clear
Row

|SATA E| 7.200 B‘ 1000|z| | 6 |Z||G+2|z|

Future Performance

Release: (3.2.0.0 : Future Perf: | 2.500 MBlsec Factoring Ratio: B
ProtecTIER Repository Configuration Options: Results: o R
Meta Data: User Data: Meta Data: User Data:

Disk RPM Cap (GB) RAID Group Disk RPM Cap (GB) RAID Group HDDs Raid grps HDDs Raid grps Lic Cap

(= [+ [mejfz= | n

Total HDDs: | 208 RawCap: 1856

[ o ffreeffos J|_wo

Total HDDs: | 832 RawCap: 7984

5 2] Gl & & i sl &) &l G N N O N
Clear TotalHDDs: [ RewCap|
Future Performance | [ [ | | [

TotalHDDs: [ RawCap|

Record: 1of4 LI Search

Figure 8-1 Example of ProtecTIER Performance Planner
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Figure 8-2 shows an example of the ProtecTIER Metadata Planner. Based on the information

that is shown in Figure 8-2, there should be five metadata file systems, including the 1 GB

LUN for cluster database that is in four 4+4 RAID groups. The minimum sizes of metadata file

systems are 1 GB, 886 GB, 1038 GB, 944 GB, and 365 GB.

5] TS7650G Meta Data Planner - = x
Meta Data Planner
Company: \Bupk\s Data Created: 15-Aug-12
Workload: |Example Updated: | By: |
#| Model: [FIEHE -| Repository Size: | 120 Drive Type: |FC || 15.000 [+ Emulation: \TL [+
Release: [32.00 [-| Factoring Ratio: | 10 :1 Drive Capacity:| 300~ GB Include Growth: ™
Planner: 3200 Max Throughput: 500 MBisec RAID Type: 10 i 4+4 i
Meta Data Configuration Results:| Meta Data:
Capacity (GB): 3234
File Systems (GB) Spindles: 32
1-15:| 1| 886 [1038 | 944 | 365 | o o off of of of of of of o
1630:] o of off off of of of of of off off off of of o
3145:| o of off of of of off off of of of off off of o
4660 o | o o of of of of of of of of of of off o0
6175 o0 0 off of off off of of of of of off of of o
7690 o of off of of of of off of of of of off of o
91105 o o o of off of of of off off of of of off o0
w6120 | o of of of of of of of of of of of off o] o
Rl g J 0 I?iurstle!'lGB File system does not require a separate raid group
Record: 1ofl LT { Search

Figure 8-2 Example of ProtecTIER Metadata Planner

Important: Always assign the full array capacity to the LUNs that are used for ProtecTIER
metadata and user data file systems. Follow the rule: One LUN per array and one file
system per LUN. The only exception to this rule is the cluster database file system of 1 GB,
which is the only file system that is allowed to be co-located on the same array with any
other metadata file system.

8.2 Dependencies from a back-end storage subsystem view
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Independent from the back-end storage subsystem, there are some general guidelines about
how to lay out your storage for optimal usage of ProtecTIER.

Depending on whether you plan to deploy a small or large ProtecTIER gateway solution,
there are certain limits and effects to be aware of.

All storage subsystems come with multiple controllers. So, you must use at least use two
LUNSs in order to distribute them across both controllers of a storage subsystem.

All IBM storage subsystems are based on standard hardware, for example, the DS8000 is
based on the IBM System p® architecture, and the SAN Volume Controller, V7000, and
V3700 are based on the IBM System x® architecture. With these architectures, the controller
nodes of the storage subsystems tend to have multiple processors driving the 1/0, and
multiple cores per processor. To use all of these resources, you must have multiple LUNs per
controller at the same time. For example, with SAN Volume Controller and V7000, you must
have at least four arrays per controller to ensure the optimal usage of all computing cores.
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Based on these calculations, assume that a minimum number of eight LUNs allows an
optimal usage of the available resources. These are some more general assumptions; your
individual system might be fine with less than eight LUNs if sizing and planning were done for
your individual requirements.

8.3 Dependencies from a ProtecTIER view

The method that ProtecTIER uses to write data to disk is special. ProtecTIER writes data to
disk by creating data in or appending data to the repository structure. These are the two basic
modes of operation. Data that can be expired from a ProtecTIER perspective is not
overwritten; it is deleted by the processes and is reshaped by the defragger practices before
it is used again by write or append operations. This concept of data management directly
benefits clients by having multiple file systems that it can work with at the same time. If your
ProtecTIER repository allows backup speeds of 2500 MBps or more, you need at least 32 file
systems in your back end for ProtecTIER to work with. If you aim for a medium performance
solution, you can use fewer than 32 file systems. Again, these assumptions are more general
ones, and your individual system will be fine if these assumptions are implemented according
to your individual sizing and planning.

8.4 Smart storage subsystems

All the latest generation storage subsystems offer some sort of technology that adds an
additional layer of “virtualization” to the distribution of data across the storage.

On V3700, V7000, and V7000 Unified, this technology is called extent striping. If you create a
VDisk with the -vtype striped parameter (which is the default), all managed disks in the
managed disk group are used to create the virtual disk. The striping is at an extent level; one
extent from each managed disk in the group is used. For example, a managed disk group
with 10 managed disks uses one extent from each managed disk, and then it uses the 11th
extent from the first managed disk.

On DS8000, this technology is called storage pool striping (SPS) or rotate extents. The
storage pool striping function stripes new volumes across all ranks of an extent pool. A similar
approach is also used with V3700, V7000, and V7000 Unified.

So what is the benefit of performing striping? What benefits do extent striping, rotate extents,
and so on, provide?
These features provide the following primary three enhancements:

» The striped volume layout reduces workload skew in the system without requiring manual
tuning by a storage administrator (hot spots).

» This approach can increase performance with minimal operator effort (high performance).
» You can extend your existing arrays relatively easily by adding more extents to the
existing pools (easy expansion).

These striping features allow you to avoid “hot spots” within your storage, to allocate more
turning spindles of the storage to drive your workload, and to allow easy expansion of your
environment even for existing arrays and LUNs.
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Because ProtecTIER itself behaves like a storage subsystem by emulating a virtual tape
library, by providing an open storage API interface, or by exporting CIFS and NFS shares like
a NAS box, it has specific requirements to the back-end storage attached to it.

ProtecTIER cannot create hotspots. Because of the method that ProtecTIER uses to write
data to disk, it is impossible for ProtecTIER to create a higher load on a single array only
while others stay idle. ProtecTIER does not benefit from automatic hot spot avoidance.

ProtecTIER needs multiple LUNs to work with. Some of these LUNs are metadata, which
must be RAID 10 in order to drive the heavily random write 1/0; some of these LUNs are user
data, which can be RAID 6 or RAID 5 in order to drive the random read I/O. ProtecTIER
evenly distributes the load across the storage system and across all the available LUNs. For
this process to work, you specifically must assign arrays of a certain RAID type to the specific
workloads (RAID 10 for metadata, and RAID 6 or RAID 5 for user data). You must assign
specific arrays by following the ProtecTIER planning process that is outlined in 21.14,
“ProtecTIER Planner tool” on page 405.

ProtecTIER also uses a special way to extend the back-end storage during the ProtecTIER
repository expansion process. The repository consists of metadata and user data. Depending
on the amount of storage that you want to add, might extent metadata, user data, or both.
Depending on how the initial deployment of ProtecTIER was done, extending the metadata
might be done, along with adding storage to existing metadata LUNs, through the ptconfig
menu. You could also add some new metadata file systems and leave the existing ones
untouched. For the user data, because of the padding process that allocates all of the LUNs
storage immediately during implementation, the repository growth includes adding new file
systems. Expanding the ProtecTIER user data does not involve a logical volume manager
(LVM). It does not involve growing individual file systems. To grow the ProtecTIER user data,
more user data file systems must be added.

If you compare these three major differences to a classical disk workload, it is obvious that
the special way ProtecTIER uses its back-end storage does not benefit from storage pool
striping, rotate extents, or similar technologies.

It is theoretically possible that the usage of storage pool striping or rotate extents could
collocate multiple and popular deduplication candidates within the repository on to a reduced
number of spindles.

With these new features (growing disk sizes and placing one LUN on one dedicated array),
you can implement storage arrays by using the various disk sizes, array layouts, and LUN
sizes shown in Table 8-1. Create one dedicated LUN per array. LUNs can be up to 6 TB

in size.

Table 8-1 Storage array implementation options with one LUN in a dedicated array

Disk size Array layout LUN size LUNSs per array Viable?
300 GB 4+4 1200 GB 1 Yes
600 GB 4+4 2400 GB 1 Yes
900 GB 4+4 3600 GB 1 Yes
900 GB 8+8 7200 GB 1 Yes?
1000 GB 6+2 6000 GB 1 Yes
2000 GB 6+2 12000 GB 1 YesP
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Disk size Array layout LUN size LUNSs per array Viable?

3000 GB 6+2 18000 GB 1 YesP

2000 GB 8+2 16000 GB 1 YesP

a. The LUN size can be larger than 6 TB (best practice) but must be below 8 TB.
b. LUNSs that are bigger than 6 TB or 8 TB are managed by ProtecTIER starting Version 3.2.

General rule: Create only one LUN per array, even if the LUNs get bigger then 6 TB.
Starting with Version 3.2, ProtecTIER manages LUNs greater than 6 TB or 8 TB in an
optimal way. The only exception to this rule is the 1 GB quorum LUN, which can be
collocated with any metadata LUN.

8.4.1 Rotate extents: Striping

The following section describes the rotateexts (rotate extents) feature and when to use in
your ProtecTIER environment. The rotateexts feature is also referred to as storage pool
striping (SPS.) In addition to the rotate volumes extent allocation method, which remains the
default, the rotate extents algorithm is an additional option of the mkfbvol command. The
rotate extents algorithm evenly distributes the extents of a single volume across all the ranks
within a multirank extent pool. This algorithm provides the maximum granularity that is
available on the DS8000 (that is, on the extent level, the granularity is equal to 1 GB for fixed
block (FB) volumes), spreading each single volume across multiple ranks, and evenly
balancing the workload within an extent pool.

Depending on the type and size of disks that you use within your DS8000 server and your
planned array size for your ProtecTIER repository, you can consider using rotateexts.
Because the ProtecTIER product equally distributes the load to the back-end disks, there are
some potential scenarios where you should not use rotateexts.

Attention: For ProtecTIER performance, the most critical item is the number of spinning
disks in the back end. The spindle count has a direct impact on the ProtecTIER
performance. Sharing disk arrays between ProtecTIER and some other workload is not
supported. This situation directly impacts your ability to reach your wanted performance.

Because you do not share disks between ProtecTIER and other workloads, assigning the
full array capacity to the ProtecTIER server is recommended.

ProtecTIER prefers a high number of LUNs as back-end storage. For considerations about
the potential number of arrays in the back end, see 2.5.2, “The number 32: The
ProtecTIER product is not physical tape” on page 28. The recommended LUN size should
not exceed 6 TB.

With these considerations, you can easily decide when to use rotateexts and when not to
use it. Within the DS8000, the following array types should be used with ProtecTIER, taking
the host spare (HS) requirements into account:

» 4+4 RAID 10
» 7+1RAID 5 or 6+1+HS RAID 5
» 6+2 RAID 6 or 5+2+HS RAID 6
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Tip: The DS8000 server creates four spares per device adapter (DA) pair. If you have a
spare requirement while you create your RAID 10 arrays, you must create 3+3+2HS RAID
10 arrays. You should redesign your layout to allow all metadata arrays to be 4+4 RAID 10
arrays only. Do not create 3+3+2HS RAID 10 arrays for DS8000 repositories.

If you use a 2 TB SATA disk to create your arrays, you could have the following
array dimensions:

>

>
>
>

Creating a 7+1 RAID 5 with a 2 TB disk results in a potential LUN size of 14 TB.
Creating a 6+1+HS RAID 5 with a 2 TB disk results in a potential LUN size of 12 TB.
Creating a 6+2 RAID 6 with 2 TB disk results in a potential LUN size of 12 TB.
Creating a 5+1+HS RAID 5 with 2 TB disk results in a potential LUN size of 10 TB.

All of the above LUN sizes exceed the recommended LUN size of 6 TB. In this case, you
should use rotateexts to equally distribute the ProtecTIER load to the DS8000 equally
across all available resources.

Important: You should not use SATA disks for metadata RAID 10 arrays. ProtecTIER
metadata that is on the RAID 10 arrays has a heavily random write I/O characteristic.
ProtecTIER user data that is on RAID 5 arrays has a heavily random read I/O
characteristic. You should use high-performance and high-reliability enterprise-class disk
for your metadata RAID 10 arrays.

If you work with a larger ProtecTIER repository, for example, bigger then physical 300 TB
in the back end, the high spindle count that is combined with rotateexts means that you
can use an all SATA repository.

8.5 Basic rules for a ProtecTIER server

132

A ProtecTIER server uses storage resources heavily. Therefore, the storage resources must
be dedicated to the ProtecTIER server’s activities only. The following list provides a list of
basic rules for configuring a ProtecTIER server with your back-end storage:

>

Disk-based replication is supported only by Request for Product Quotation (RPQ). Use the
ProtecTIER native IP replication feature that is available in Version 2.5 and later. For more
information about replication, see Part 5, “Replication and disaster recovery” on page 369.

If you use SAN Point-to-Point topology to connect the TS7650G to the disk array, create
dedicated zoning for ProtecTIER back-end ports. Do not mix the back-end ports (QLogic)
with the front-end ports (Emulex) or any other SAN devices in the same zone.

Dedicate the whole storage array to the TS7650G. If this configuration is not possible,
make sure that the I/O requirements of ProtecTIER can be ensured and are not affected
by other applications. Make sure that there is no congestion or oversubscription of
resources because of other applications that might affect ProtecTIER arrays. Use zoning
and LUN masking to isolate the TS7650G traffic from other applications. The TS7650G
may never share RAID groups/arrays or LUNs with other applications.

ProtecTIER creates a heavily random-read I/O pattern. About 80 - 90% of all I/O requests
in a typical TS7650G environment are random reads. Because of the binary differential
comparison, ProtecTIER creates this pattern even during backup traffic to ProtecTIER.
The I/0O pattern resembles the one for a database application. Therefore, implement
suitable performance optimizations and tuning as recommended by the disk vendor for
database /O profiles.
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» Because of the increased flexibility and the robustness against cabling errors, use
WWPN-based zoning (soft zoning). Direct SAN attachment of backup servers is
supported. Direct attachment of back-end storage subsystems is supported for V3700 and
the DS8000 product family.

» RAID 10 must be used for metadata. Use RAID 6 for user data.

8.6 Storage arrays configuration

The following section describes general requirements for configuring storage arrays in a
ProtecTIER environment. This section also describes some guidelines for setting up RAID
groups and LUNs to get optimal performance with metadata and user data. This section then
describes guidelines for placing user data on SATA disks, and expanding your repository.

8.6.1 General requirements

This section describes some general requirements for configuring storage arrays in a
ProtecTIER environment, including firmware levels, host mapping, and controller support.

Storage array firmware
The storage array firmware level should be equal to or greater than the firmware version
listed in the ProtecTIER interoperability matrix, found at:

http://www.ibm.com/common/ssi/cgi-bin/ssialias?subtype=WH&infotype=SA&appname=STGE
_IV_IV_USEN&htmlfid=IVL12348USEN&attachment=IVL12348USEN.PDF

Storage cache
You should have 8 GB for a storage cache for every 500 MBps of planned
ProtecTIER performance.

Host mapping

The ProtecTIER server host type (host connectivity settings) must be tuned for a Red Hat
Linux device-mapper-multipath client. For example, you should map metadata LUNs and
user data LUNs as LNXCLUSTER (which has AVT disabled) for host mapping. For more
information, see the TS7650/TS7650G ISV and Interoperability Matrix at:

http://www.ibm.com/systems/storage/tape/resources.html

Storage arrays with active-active controller support

In storage arrays with active-active controller support, where a LUN can be accessed from
both disk controllers simultaneously, LUNs must be mapped to both controllers for the
optimum load balancing and redundancy.
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Storage arrays with only active-passive support

In storage arrays with only active-passive support, where LUNs can be accessed only by one
disk controller at a time, LUN mapping must be interleaved between controllers to establish
effective load balancing. Always assign all LUNs in an array to have the same preferred path
controller. Build the array and assign the LUNs such that:

» LUN 0 is from an array that is built using even and odd drives from the
odd-numbered enclosures.

» LUN 1 is from an array that is built using even and odd drives from the
even-numbered enclosures.

8.6.2 RAID considerations
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It is critical to implement RAID for data protection and performance.

The RAID group size must be consistent because a smaller RAID group holds back the
performance of a larger RAID group. For example, do not mix 4+1 User Data LUN with 7+1
User Data LUN. The same rules apply to metadata LUNs.

Important: Do not share RAID groups with other applications. Create only one LUN per
arrays. The only exception to this rule is the cluster database / quorum of 1 GB. It can be
co-located with any metadata LUN together on the same array.

Fine-tuning: RAID 5 and RAID 6 tend to cause the least performance penalty if created
with even data spindles that are paired with additional parity spindles. For example, a 4+1
RAID 5 or an 8+1 RAID 5 is considered optimal. Arrays with odd data spindles tend to
cause a more severe performance impact. For example, a 5+1 RAID5 or a 5+2 RAID6 is
considered suboptimal.

Metadata
Here are the RAID considerations regarding metadata:

» The number of metadata RAID groups is defined with the ProtecTIER Planner Tool during
the pre-sales cycle. This number ranges from 2 to more depending on repository size, the
factoring ratio, and performance requirements.

» Use at least eight disk members in the group (4+4).
» Use RAID 10 with a layout that meets your planning requirements.

» Use FC drives or SAS drives for metadata, even though SATA or NL-SAS drives are used
for user data.

» If needed, metadata file systems can be grown during ProtecTIER repository expansion.

Important: As the average SATA disk provides only a limited amount of IOPS in
comparison to a SAS or FC spindle, the usage of SATA drives for metadata has a negative
impact on performance.
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User data
Here are the RAID considerations regarding user data:

| 4
>

>

8.6.3 LUNs

With FC drives or SAS drives, use RAID 5 with at least five disk members (4+1) per group.
With SATA or NL-SAS drives, use RAID 6 with eight disk members (6+2) per group.

User data file systems are padded before initial usage and therefore cannot be grown.
Adding more capacity during ProtecTIER repository expansion is realized by adding user
data file systems.

Create only one LUN per RAID group. The only exception is for the 1 GB metadata LUN for a
cluster database. It can be created on any metadata RAID group.

Important: Do not share LUNs with other applications. If possible, dedicate the storage

array to the TS7650G.

Metadata
Here are guidelines for LUN creation regarding metadata:

>

>

»

Metadata LUNs must be created on a different RAID group than user data LUNSs.
Create a 1 GB LUN for a cluster database on any RAID with a metadata LUN.

The number and size of metadata LUNs are determined during the pre-installation
discussion with a trained ProtecTIER specialist with the Metadata Planner (see Figure 8-2
on page 128).

User data
Here are guidelines for LUN creation regarding user data:

>

»

As with metadata, the number of user data LUNSs is determined during the pre-installation
discussion with a trained ProtecTIER specialist. For optimal performance, create at least
24 LUNs.

Keep the LUN size no greater than 6 TB for optimal performance.

Having a repository with a number of 24 LUNs or more is considered to be optimal. With
the best practice of a 6 TB LUN size, the maximum ProtecTIER configuration of 1 PB
repository would require around 175 LUNs.

Tip: Because a high number of LUNs attached to ProtecTIER increases the boot time,
keep the number of LUNs at about 24 - 175 while you aim for a 6 TB LUN size.

The size of user data LUNs must be consistent.

8.6.4 User data on SATA disks

The following statements apply specifically to the user data that is placed on SATA disks in
the ProtecTIER repository:

>

RAID 5 is supported, but for new systems, RAID 6 (enabling dual-parity to sustain dual
disk failure) with 6+2 disk members is recommended for increased availability and faster
recovery from disk failure.

For optimal performance, create at least 24 user data RAID groups.
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» The size of user data RAID groups/LUNs must be consistent. For example, do not mix 7+1
SATA user data LUNs with 3+1 SATA LUNs. Smaller disk groups hold back the
performance of the larger groups and degrade the overall system throughput. For
example, using storage from 2+2 or 4+1 RAID groups for the expansion might result in
performance degradation because of input/output operations per second
(IOPS) bottlenecks.

» When you use SATA disks, create LUNs with a maximum size of 6 TB. A bigger LUN
increases the amount of metadata and impacts the performance of your
ProtecTIER solution.

Important: Starting with ProtecTIER Version 3.2, the management of LUNs greater than
8 TB is improved. When ProtecTIER V3.2 works with LUNs greater than 8 TB, it splits
them in to logical volumes of smaller size, which means that you can work with LUNs
greater than 8 TB. There is no benefit in performance in doing this action.

You should always use RAID 6 for SATA or NL-SAS drives for the user data LUNSs.

8.6.5 Expanding the repository

When you expand the repository, use the same spindle type and quality of RAID groups for
metadata and user data. For example, if existing metadata LUNs were built on 4+4 RAID
groups, then new metadata RAID groups must be at least 4+4. In this example, if 2+2 or 4+1
RAID groups are used, it degrades overall system performance because of an

IOPS bottleneck.

8.7 Storage area network fabric
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It is possible to directly connect ProtecTIER nodes to hosts (backup servers) and storage
arrays. You also can connect the components into a storage area network (SAN) fabric. The
connection between ProtecTIER nodes and hosts (backup servers) is referred as a front-end
connection, and the connection between ProtecTIER nodes and storage arrays is referred as
a back-end connection. For the updated list of supported SAN switches of ProtecTIER, see
the IBM System Storage Interoperation Center (SSIC), found at:

http://www-03.1ibm.com/systems/support/storage/ssic
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Figure 8-3 illustrates an example of SAN fabric and zoning.

Fr?nt-end connec.tlon - Backend
Detail can be found in “Host

connection

Attachment” Chapter

Backend Ports

Controller A

a Controller B

Backup Servers Example of backend zoning with storage Storage Arrays
(Host) array when SAN switches are used

Figure 8-3 Example of SAN fabric and zoning

8.7.1 Two Fibre Channel paths to each storage controller

Each ProtecTIER node has four FC ports on the front-end FC Host Bus Adapter (HBA) for
host (backup application) connectivity and four FC ports on a back-end HBA for back-end
storage connectivity.

You should use two paths per storage controller.

HBAs: When you use only two back-end FC links, use separate HBAs on the TS7650G to
avoid HBA hardware failure.

8.7.2 Inter-Switch Link

You should not use Inter-Switch Link (ISL) between SAN switches that connect ProtecTIER
nodes and storage arrays. If ISL is used, ensure that it is not oversubscribed. Do not use ISL
if IBM System Storage DS3000, IBM System Storage DS4000®, or IBM System Storage
DS5000 systems are used as back-end storage.

Important: As of ProtecTIER V3.3.0, the entry-level and midrange family of disk storage
subsystems for DS3000, DS4000, and DS5000 are not supported.

Current DS3000, DS4000, and DS5000 storage systems that are attached to ProtecTIER
systems that run earlier releases are still supported. For best practices and guidelines for
those systems, see Appendix B, “Entry-level and midrange disks” on page 457.

The list of supported entry-level and midrange disk storage subsystems can be found in
the TS7650/TS7650G ISV and Interoperability Matrix, found at:

http://www.ibm.com/systems/storage/tape/resources.html
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8.7.3 Dedicated zones

To connect a ProtecTIER node to a storage array, create dedicated zones (one zone per
initiator) for the ProtecTIER back-end port. This configuration is also known as single-initiator
zoning. For example, a zone that connects ProtecTIER with a DS8000 should contain one
single ProtecTIER back-end FC port and all DS8000 ports that are available within that fabric.

Important: Do not mix the back-end ports (QLogic) with front-end ports (Emulex) or any
other SAN devices in the same zone.

8.7.4 Front-end zones

Create a dedicated zone for ProtecTIER front-end ports to the host (backup application). Do
not mix this zone with other SAN devices. It should have only one initiator per zone
(single-initiator zoning). For example, one port of your Tivoli Storage Manager server is zoned
to all the available ProtecTIER front-end ports. For more information about front-end
connectivity to a host, see “Chapter 7, “Host attachment considerations for VTL’ on page 103.

8.7.5 Back-end zones

Create one zone per initiator. For example, a dual-node cluster has eight initiators, so there
are eight zones, and each zone includes the following ports:

» A single ProtecTIER back-end FC port.

» Multiple storage arrays host ports, at least one from each storage controller of
the subsystem.

The zoning topology that is shown in Figure 8-3 on page 137 is one example of front-end and
back-end connectivity of a ProtecTIER server. For more information about front-end
connectivity requirements, see Chapter 7, “Host attachment considerations for VTL” on

page 103. For more information about back-end zoning of different storage systems, see Part
3, “Backup management, VTL, OST, and FSI best practices” on page 209.

8.7.6 SAN paths
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Keep the number of SAN paths to a reasonable amount. It is not helpful to have 64 paths to a
storage subsystem. As a rule of thumb, do not use more than eight paths per storage
subsystem, with approximately four paths per storage subsystem controller.
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IBM Storwize V3700

This chapter describes the IBM Storwize® V3700. The Storwize V3700 is an affordable, easy
to use, and self-optimizing storage solution with advanced functionality and reliability that is
found only in more expensive enterprise systems. The Storwize V3700 is an entry level disk
system that is based on the same software code as IBM Storwize V7000 and V7000 Unified
virtualized disk systems. The Storwize V3700 is designed for the SMB market, and has the
advanced capabilities that are required by small and midsize businesses, including internal
virtualization, thin provisioning, data migration, and an easy to use GUI. Designed to deliver
advanced functionality at a breakthrough price, this entry-level system provides an
exceptional solution for workgroup storage applications.

This chapter describes the newly available IBM System Storage V3700 and how this storage
virtualization product can be connected to the ProtecTIER system as back-end storage. This
chapter also describes the recommended topology, volume (LUNSs) configuration,

and settings.

This chapter describes the following topics:

» Storage virtualization introduction and terminology

» General notes and best practices for the DS3700

» Guidelines for configuring these storage virtualization products and the ProtecTIER
product in a SAN

» General recommendations for configuring metadata and user pools
» Steps to configure the ProtecTIER repository
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9.1 V3700 overview

The newest member in the entry storage family, the IBM Storwize V3700 brings some of the
features of the midrange storage products into the entry range at an affordable price. The
V3700 can perform in iSCSI and Fibre Channel environments. It can be extended by small
form factor (SFF) enclosures with 24 x 2.5-in. drives, and large form factor (LFF) enclosures
with 12 x 3.5-in. drives.

IBM Storwize V3700 uses the proven technology of IBM Storwize V7000 to provide great
performance and advanced features, such as virtualization, thin provisioning, copy services,
and nondisruptive migration.

For more information about the storage concepts to use and the general recommendations
for ProtecTIER in combination with V3700, see 10.1, “Storage virtualization introduction” on
page 160 to 10.5, “User data and metadata pool: General recommendations” on page 168.

9.2 General V3700 considerations

To tailor your V3700 storage to ProtecTIER, you must use the V3700 command line to
configure parts of the system. For more information about how to use the GUI to support your
configuration, see 10.1, “Storage virtualization introduction” on page 160 to 10.5, “User data
and metadata pool: General recommendations” on page 168.

9.3 Configuration steps

Figure 9-1 shows the steps that configure the ProtecTIER repository on a V3700.

Create Create Create Create
Metadata mdisk array volu_mes Create Map File Systems
and or with Host volumes and build

Userdata discover sequential .
storage unmanaged / | virtualizatio BERUEE 2 D 2e! Pr?tztsz}l;::.ER
pools mdisks type P ry

Figure 9-1 Configuration steps

Here are the steps:

1. Create empty user data and metadata storage pools.

2. Create the MDisk arrays.

3. Create volumes (VDisks) with a sequential virtualization type on the command-line
interface (CLI).

4. Create a host connection for the ProtecTIER nodes.

5. Map volumes to the host.

6. Create file systems by using the File Systems Management under the ptconfig menu and

build the ProtecTIER repository by using the ProtecTIER Manager.

IBM ProtecTIER Implementation and Best Practices Guide




9.3.1 Creating empty user data and metadata storage pools

You should create only two storage pools (also known as managed disk groups), where one
is used for metadata and the other is used for user data. When you create more pools, the
storage system cache is segmented among all pools. By having only two pools, you optimize
the storage subsystem cache allocation.

To create these items, complete the following steps:

1. Hover your cursor over the Pools icon, and the system displays the Pools menu
(Figure 9-2). Click MDisks by Pools.

| External Storage }
{ MDizks by Pools J
{ Sy=tem Migration J

Figure 9-2 Pool menu

2. For each pool, click New Pool to create an empty pool. Insert a name for the pool, such as
MD_pool or UD_pool. (Figure 9-3). Click Next to continue with the pool creation process.

demo > Pools > MDisks by Pools ~

||% New Pool | % Detect MDisks 3= Actions

ﬁ Not in a Pool

Create Pool X

Pool Name (optional):

: UD_Paool| |

@) Choose Icon (&

| Create n | Cancel

Figure 9-3 Creating pools
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Tip: Set the extent size settings to 256 MB. This is the default. It is needed to allow
large repository dimensions of 1 PB or more of virtualization within the storage. The
default warning threshold of 80% should be changed to 100% to not receive alerts
about pool usage. The pool is fully allocated by the ProtecTIER LUNs. To do this task,
you must use the CLI to create the pools, as shown in Example 9-1 on page 142

3. Click Next. If you created your MDisk arrays or use MDisks from external storage, select
the MDisks to be included in the pool. Otherwise, click Finish to create an empty pool.
(Figure 9-4).

Create Storage Pool Step 2 of 2

Select the MDisk to include in the storage pool {optional):

73 Detect MDisks All System Storage L..>

Mo items found.

Showing 0 mdisks Selecting 0 mdisks

| < Back | | Finish | | cancel |

Figure 9-4 Select the MDisks to be included in the pool

4. Repeat this procedure for the next pool. You need two pools, one for metadata, one for
user data.

The steps can also be done by using the CLI, as shown in Example 9-1.

Example 9-1 Creating a pool using the CLI

# svctask mkmdiskgrp -ext 256 -warning 100% -name UD_pool

9.3.2 Creating the MDisk arrays or discovering unmanaged MDisks

When you use the Storwize V3700 server, you can use internal or external disks to create
MDisks. The SAN Volume Controller allows only MDisks coming from external
virtualized storage.
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To accomplish this task, complete the following steps:

1. Hover your cursor over the Pools icon and the system displays the Pools menu
(Figure 9-5).

L U0
Pools

System Migration

Figure 9-5 Pools menu
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2. To create an MDisk with internal disks for IBM Storwize V3700, click Internal Storage to

display the list of candidate internal disks. Select the appropriate Drive Class that you
want to configure, for example, SAS disks for metadata and NL_SAS (or SATA) for user
data. Then, click Configure Storage (Figure 9-6).

demo > Pools > Internal Storage «

Drive Class Filter LW
N | + Configure Storage |
- | —

P

« All Internal
e 558.41 GB, SAS
x 10000 rpm
jo_grpld

All Internal

o 558.41GB Candidate B8 onine

Lg] 1 558.41GB Candidate Online
2 558.41 GB Candidate Oniine

m 1 3 558.41 GB Candidate Online
= 4 558.41GB Candidate ¥ oniine
" 5 558.41GB Candidate Onling
. & 55841 GB Candidate [ onine
&_‘-_ 7 55841 GB Candidate [#2 oniine
8 558.41GB Candidate Onling
.@ 9 558.41 GB Candidate Onling
10 558.41GB Candidate Online

1 558.41 GB Candidate ¥ oniine

12 558.41 GB Candidate ([ Onine

13 55841 GB Candidate [ oOnine

14 553.41 GB Candidate [ Online

Showing 24 drives | Selecting 0 drives

Figure 9-6 Configure Storage

. If a SAN Volume Controller is being used, or if the MDisk is created from external storage

in a Storwize V3700, click External Storage to display the list of unmanaged MDisks. If no
MDisks are displayed, click Detect MDisks. When the list of available MDisks opens,
select the appropriate disks, right-click, and click Add to pool.

4. The Configure Internal Storage window is displayed. The default settings are shown in the

window. Proceed as shown in Figure 9-7 on page 145.
a. To use different settings, click Select a different configuration.
b. Select the RAID type, for example, Balanced RAID 10 for a metadata array.

c. Click Optimized for Performance to force the GUI into creating RAID arrays of
equal dimensions.

d. Inthe Number of drives to provision field, enter the number of disks to configure in your
RAID arrays.
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e. Ensure that the automatically calculated RAID layout resembles the RAID arrays that
you want to create. For example, having eight disks in a Balanced RAID 10 creates a
4+4 array. Having eight disks in a RAID 6 creates a 6+2 array. Having five disks in a
RAID 5 creates a 4+1 array.

Important: Closely monitor the output of the GUI in step e. Especially while you try
to create multiple arrays concurrently, the GUI can get a little too creative when it
comes to deciding the array dimensions. Change the number of disks that you want
to configure in a single step to avoid unwanted array sizes.

f. Click Next.

[ Configure Internal Storage Step 1 of 2 X

Use this wizard to allocate RAID arrays to storage
pools. After this configuration wizard completes, you
can create volumes from these storage poals.
Storage Found:

(22 drives) 558.41 GB, SAS, 10000 rpm, io_grp0

Select this option to configure all available drives based on recommended values
for the RAID level and drive class. The recommended configuration uses all the
drives to build arrays that are protected with the appropriate amount of spare
drives.

l Use the recommended configuration

Select a different configuration !

Drive Class: (22) 558.41 GB, SAS, 10000 rpm, io_grp0 _ a

Preset: Basic RAID-10 b |

1 ./ Automatically configure spares
c Optimize for Performance

| Optimize for Capacity

d - g Mumber of drives to provision

|
Configuration Summary:

|
e 1 x Basic RAID-10 (558.41 GB, SAS, 10000 rpm, io_grp0):
(| 8 drives

1 0 Hot Spares
14 Unconfigured Drives
| |

| Next = | |"Caneel’| |

Figure 9-7 Configure Internal Storage window

These steps can also be done by using the CLI, as shown in Example 9-2.

Example 9-2 MDisk array creation command

# svctask mkarray -drive 28:27:26:25 -level raid5 -sparegoal 0 -strip 128 UD_pool
# svctask mkarray -drive 8:6:5:10 -level raidl0 -sparegoal 0 -strip 128 MD_pool

The numbers after the -drive flag represents the physical disk’s ID, which is part of the array.
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Important:

The parameter -sparegoal 0 allows array creation whether or not there are hot spare
drives available. With this setting, you need to manually ensure that there are enough hot
spare resources that are available within your storage subsystem to satisfy your needs.

To manually create a balanced RAID 10 array, you need to select the array members in a
specific order. The -drive parameter uses the drives in the following order:
Primary:Mirror:Primary:Mirror:Primary:Mirror, and so on. Make sure that each Primary disk
is attached through one SAS chain and each Mirror disk is attached through the other
SAS chain.

9.3.3 Creating volumes with a sequential virtualization type
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The ProtecTIER architecture stripes the repository among all file systems and uses all the
disks simultaneously. With this architecture, create the volume to accommodate the full size
of each MDisk. Additionally, because of the nature of the ProtecTIER file system architecture
and workload, sequential virtualization has better performance than striped virtualization.

To create volumes (VDisks) with the sequential virtualization type, you must use the CLI with
the root user ID. The GUI allows only the default configuration, which is striped. To create
sequential volumes, complete the following steps:

1. Identify your MDisks by listing them. Run the svcinfo 1smdisk command (Example 9-3) to
list them.

Example 9-3 svcinfo Ismdisk output

IBM_2072:demo:webguest>1smdisk
id name status mode mdisk grp_id mdisk grp name capacity ctrl LUN_#
controller_name UID tier

0 mdiskl online array 2 MD_pool 2.2TB
generic_hdd
1 mdisk0 online array 2 MD_pool 2.2TB
generic_hdd
2 mdisk3 online array 1 UD_pool 2.2TB

generic_hdd

IBM_2072:demo:webguest>1smdisk -unit mb -filtervalue
"mdisk_grp_name=MD_pool"

id name status mode mdisk_grp_id mdisk_grp_name capacity ctrl_LUN_#
controller_name UID tier

0 mdiskl online array 2 MD_pool 2.2TB
generic_hdd
1 mdisk0 online array 2 MD_pool 2.2TB

generic_hdd

IBM_2072:demo:webguest>1smdisk -unit mb -filtervalue
"mdisk_grp_name=UD_pool"

id name status mode mdisk_grp_id mdisk_grp_name capacity ctrl_LUN_#
controller_name UID tier

2 mdisk3 online array 1 UD_pool 2.2TB

generic_hdd
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2. As explained in 10.1, “Storage virtualization introduction” on page 160, MDisks are
compose of extents. The default extent size is 256 MB. The number of extents from one
MDisk to another MDisk can vary according to the SAN Volume Controller / Storwize
quorum information. To use all the extents in the MDisk, you must verify the number of the
free extents by running the 1sfreeextents command (Example 9-4).

Example 9-4 Isfreeextents output

IBM_2072:demo:webguest>1sfreeextents mdiskl
id 0

number_of extents 8929
IBM_2072:demo:webguest>1sfreeextents mdisk0
id 1

number_of extents 8934
IBM_2072:demo:webguest>1sfreeextents mdisk3
id 2

number of extents 8837

3. Take the number of free extents that are available in each MDisk and multiply them by the
size of the extent, which is 256 MB. For example:

— For mdisk1, the volume size in MB is 8929 (number_of_extents) x 256 MB (extent size)
= 2285824 MB.

— For mdiskO, the volume size in MB is 8934 (number_of_extents) x 256 MB (extent size)
= 2287104 MB.

— For mdisk3, the volume size in MB is 8837 (number_of_extents) x 256 MB (extent size)
= 2262272 MB.

Information: You need to do these calculations because the V3700 CLI requires
you to specify the -size parameter if you use -vtype seq.

4. Create the volume (VDisk) by using the -vtype=seq flag, which means sequential type,
using the value that was discovered in step 3 (Example 9-5).

Example 9-5 Sequential volume creation

IBM_2072:demo:webguest>mkvdisk -name MD_Quorum -mdiskgrp MD_pool -iogrp io_grp0
-mdisk mdisk0 -size 1024 -unit=mb -vtype seq

Virtual Disk, id [0], successfully created

IBM_2072:demo:webguest>mkvdisk -name MD_vol10l -mdiskgrp MD_pool -iogrp io_grp0
-mdisk mdisk0 -size 2284800 -unit=mb -vtype seq

Virtual Disk, id [1], successfully created

Hint: The -size value of 2284800 for MD_vol01 is derived from having the quorum on
the same array. The number of free extents must be recalculated after quorum
creation. mdisk0 has 8934 extents of 256 MB in size. After you use four of those
extents to create the quorum (4 x 256 MB = 1024 MB), the number of free extents is
8930. Multiplying 8930 (number of free extents) with 256 (extents size) leads to
2286080 MB as the value of -size for the metadata LUN that collocates with the
quorum.

5. Run the svctask mkvdisk command to create all user data and metadata volumes.

Tip: The 1 GB metadata quorum volume can be created on any metadata MDisk.
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6. Run the svcinfo 1svdisk command to list all the created volumes. In Example 9-6, you
can see the VDisk UID, which identifies the LUN in the OS. You can also see the volume

type as seq (sequential) and the volume size.

Example 9-6 svcinfo Isvdisk output

IBM_2072:demo:webguest>Tsvdisk
id name
FC_id FC_name RC_id RC_name vdisk_UID

0 MD_Quorum 0 io_grp0 online 1 MD_pool
60050760008189D18800000000000047 0 1

no 0

1 MD_vol01 O io_grp0 online 1 MD_pool
60050760008189D18800000000000048 0 1

no 0

IBM_2072:demo:webguest>1smdisk

I0_group_id I0_group_name status mdisk_grp_id mdisk_grp_name capacity type

fc_map_count copy_count
fast_write_state se_copy_count RC_change compressed_copy_count

1.00GB

empty

seq

2.18TB seq

empty

7. You can also see the volumes that are created by using the GUI and going to the Volumes

menu (Figure 9-8).

demo > Pools > Volumes by Pool +

Pool Filter LS

( 4.36 TB 4,36 TB Capacity
MO pock Volume Allocation | |
2 volume copies MD_pool
4.36 TB Used / 4.36 TB
] y Online
“ 2 MDisks, 2 Volume copies
16 TE
! $3 New Volume i Actions ¥ -
@ Hame atus pacs UiD Host Mappings
MDvolt Onine 21378 60050760005189D18300000000000041  Yes I
E&i MDvol2 Oniine 21878 60050760005189018500000000000042  Yes W

Figure 9-8 Listing volumes
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Tip: You can customize columns by right-clicking above the column bar and selecting the

wanted columns as shown in Figure 9-9.

3 new volume

Actions *

I3MmiE

UDvold [ oniine
UDvol2 [ oniine
UDvol3 [ oniine
UDvold [ oniine
UDvol5 [ oniine
UDvols [ oniine

Showing 6 volumes | Selecting 1 volume (1.2 TB)

s}

(14

| (A

h| (RS (RS (AN

@

Mame

Status

Capacity

Real Capacity

Uzed Capacity

Storage Fool

Ui

Host Mappings

Preferred Node ID

Global Mirror Change Volume
Copy ID

Thin Provisiocned
Remote-Copy ID
Remote-Copy Name

# of FlashCopy Mappings
Virtualization Type -

Cache State

Figure 9-9 Customizing columns

9.3.4 Creating a host connection for the ProtecTIER nodes by using the

Storwize V3700 GUI

To set up the host in the SAN Volume Controller or Storwize V3700 GUI, you must first know

the worldwide port names (WWPNSs) of the ProtecTIER nodes. To accomplish this task,

complete the following steps:

1. You can see the label that is attached to the FC adapter or download the

system_view.html file by using option “7) Generate a system view” from the ptconfig menu
of your system (Example 9-7).

Example 9-7 Generating a system view report

ProtecTIER Configuration (...)
Manage ProtecTIER services (...)

Health Monitoring (...)
Problem Alerting (...)
Version Information (...)
Generate a service report
Generate a system view
Update ProtecTIER code
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Your choice? 7
Begin Processing Procedure

SystemView version 1.2
Generating Service Report [ Done ]
Systemview saved to /pt_work/systemview.html

End Processing Procedure Successfully

2. Open the systemview.html file with a browser and you see a list of items that you can
select. Click QLogic HBAs, as shown in Figure 9-10.

System view report for ddSats

Generated on Thu Nov 15 00:31:30 CET 2012

* Summary

* Software version

* Cluster status

* Installation History

* Svystem checkout summary

® System checkout details

® Services Status

* File System Utilization

* Network Interfaces

e Network Interfaces elaborated output
* Network Interfaces confiouration
* Known hosts

+ FStab

* Metadata Filesystems
® Userdeta Filesystems

* Management Filesystem
* Emulex HBAs
* OLopic HBAs

* Library information
* MRC Parameters

Figure 9-10 Browser showing the systemview.html file

3. The WWPN information of the QLogic back-end HBA is displayed, as shown in
Figure 9-11. Be sure to use the port names as marked in the figure. Do not use the
node names.

- QLogic HBAs

‘PCI ID ‘State ‘Speed I Port Name Node Name

0000:13:00.0 |Online |8 Gbit |\0x21000024ff3ae4d8 0x20000024ff3ae4d8

0000:13:00.1 |Online \unknowrl\0x21000024ff3ae4d9 0x20000024ff3ae4d9

0000:18:00.0 |Online |8 Gbit |\0x21000024ff3ae4ba 0x20000024ff3aedba

10000:18:00.1 |Online \unknowrl\0x21000024ff3ae4bb 0x20000024ff3aedbb

Figure 9-11 QLogic HBA section of the systemview.html file
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To create the host connection on your Storwize V3700 server, complete the following steps:

1. Hover your cursor over the host type icon. The system displays the Hosts menu
(Figure 9-12).

Ports by Host

[ Host Mappings J
[ Volumes by Host )

Figure 9-12 Hosts menu

2. Click Hosts to open the Hosts window. Click New Host to open the Create Host window
(Figure 9-13).

Ibsrv7ku01.strglabsrv2.local > Hosts > Hosts *

L % New Host | = Actions =

Create Host

Choose the Host Type

Create a host object with WWPN ports., Create a host object with iSCSI ports.

{n Create Host

Figure 9-13 Create Host window
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3. Click Fibre Channel Host, and then click Create Host to open the Create Host window
(Figure 9-14).

- Create Host |
“--..‘-'7— Host Name (cptional): Ibsdedupla
Fibre Channel Ports
= | | b Add Port to List Rescan
Port Definitions
2100001832197FFE b4
2101001832397FFE b4
2100001B321332AA b4
2101001B323332AA b4
Advanced Settings
I/0 Group Port Mask Host Type
| io_grp0 | Port 1 Generic (default)
| io_grpl | Port 2 HP/UX
| io_grp2 4l Port 3 OpenvMs
| io_grp3 | Port 4 TRGS
- L |
+| Advanced %] Create Host Cancel

Figure 9-14 Expanded Create Host window

Provide the name of your host. The host name is a name that is already specified.
Add your worldwide port names (WWPNSs) to the Fibre Channel Ports selection box.
Leave the Generic (default) radio button selected as the Host Type.

N oo o A

Click Create Host to return to the main menu.

Host groups and clusters: The Storwize V3700 storage subsystems do not use the
concept of host group or cluster, which is used to map a volume to more than one host at
the same time.

If you have a ProtecTIER dual-node server, you can choose between two options:

» Create one host for each ProtecTIER node and, when you perform the volume
mapping, use the same LUN ID for both nodes.

» Create a single host, but add the ports from both ProtecTIER nodes. This method is
simpler, but if there are issues with one FC port, it is more difficult to identify which node
the FC port belongs to.
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9.3.5 Mapping volumes to a host

To make the volumes available to the ProtecTIER node, you must map the volumes to the
ProtecTIER host by completing the following steps:

1. Hover your cursor over the Pools icon. The system displays the Pools menu (Figure 9-15).

Volumes by Pool

Figure 9-15 Pools menu

2. Click Volumes by Pool to open the list of volumes separated by pool (Figure 9-16). Mark
the volumes, right-click, and click Map to Host.

Ibsrv7ku01.strglabsrv2.local > Pools > Volumes by Pool ~

Pool Filter LY

@ uD_pool MD_pool
E_e_i_lgnlﬁ:: ..--' Online
—_—— CoT 4 1 MDisk, 2 Volume copies
- = Easy Tier Inactive
&
? BCFJUEHE_:ECEPIE;SE s GB ﬁ New Wolume IS Actions *
== A [Fiame Status Capacity UiD HostMappings
MDquorum Online 1.0 GB &0050758028580F8CE000000000000ES No
MDvol1 EME%D Host 2.2 GB 80050768028580F2C2000000000000ES No
k= Unr\r‘\-n“lp All Hosts
Jiew Mapped Hosts
15 Rename
Shrink
Expand
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Figure 9-16 Volumes by pool
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3. The Modify Host Mapping window opens. Click the Host drop-down menu to select the
name of the host that you want to map volumes to. If the volumes are not highlighted in
yellow, select volumes from the Unmapped Volumes pane and click the arrow (>) to move
the volumes to the Volumes Mapped to the Host pane. Click Map Volumes or Apply
(Figure 9-17).

Modify Host Mappings
Host: | Ibsdedupla | =
Unmapped Volumes Volumes Mapped to the Host
3 Map L v Edit scs1 1D € Unmap % v
Capacity 1D SCSIID | e 1D
0 UDvold 50050768028580F8C DE
R Mo items found. 1 UDvol2 60050768028530F5C DF
) s Ulvol3 50050768028580F8C
3 UDvol4 50050768028580F8C 1
( 4 UDvols 50050768028580F8C 2
UDvol 50050768028580F8C
& MDquorum §0050758028580F 4
if MDvoll 50050768028580F
Showing 0 velumes | Selecting 0 velumes Showing & mappi Selecting 0
|H_| Map Volumes | |H_| Apply | | Cancel |

Figure 9-17 Modify mapping

Dual-node server: If you have a ProtecTIER dual-node server, you must select the other
node and proceed with the volume mapping again for the second node. You might receive
a warning that states that the specific volume is already mapped. Verify that the mapping is
correct and continue (Figure 9-18).

Warning

The following volumes are already mapped to another host.

o Attention: If a volume is mapped to multiple hosts, the hosts must
coordinate access to avoid corrupting data.

Figure 9-18 Volume mapping warning

9.3.6 Creating file systems and building the ProtecTIER repository

Beginning with ProtecTIER Version 3.2, the fsCreate tool is removed. All of the file system
management is now integrated into the ProtecTIER Configuration Menu.
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Tip: If you have a version of ProtecTIER earlier than Version 3.2, the fsCreate tool can be
used to automatically create files systems for repositories by completing the
following steps:

1. Log in to a ProtecTIER server.
2. Atthe command prompt, enter cd /opt/dtc/app/sbin and press Enter.

3. To open the list of file systems that are already a part of the repository, enter
./fsCreate -r and press Enter.

4. To open the list of available new multipath devices, enter ./fsCreate -u and
press Enter.

5. Create file systems on available multipath devices, register them to /etc/fstab, and
mount them. At the command prompt of Server A, enter ./fsCreate -n and
press Enter.

6. For verification, open the GFS file systems that are not part of the repository by
entering ./fsCreate -g and pressing Enter.

To create the file systems using ProtecTIER V3.2, complete the following steps:

1. Verify that the ProtecTIER node recognizes the volumes that are presented by the SAN
Volume Controller and Storwize V3700 server. The multipath -11 command shows the
LUNs and the paths that are connected to the storage subsystem. If the LUNs do not
appear to be mapped to the storage, you must run a rescan on the FC adapters or reboot
the node.

Note: You can scan the FC adapters by running the following command:

echo "- - -" > /sys/class/scsi_host/<host??>/scan

In this command, <host??> should be replaced by each FC adapter port.

You can also filter to see only part of the data, as shown in Example 9-8. The first
command filters only the volumes of type 2145, which is the SAN Volume Controller or
Storwize V3700 type. The second command shows the details of one of the devices.

Example 9-8 multipath command output

[root@lbsdedupla ~]# multipath -11 | grep 2145

mpath9 (360050768028580f8c8000000000000el) dm-8 IBM,2145
mpath8 (360050768028580f8c8000000000000e0) dm-7 IBM,2145
mpathl4 (360050768028580f8c8000000000000e7) dm-27 IBM,2145
mpath7 (360050768028580f8c8000000000000df) dm-6 IBM,2145
mpath6 (360050768028580f8c8000000000000de) dm-5 IBM,2145
mpathl2 (360050768028580f8c8000000000000e4) dm-11 IBM,2145
mpathll (360050768028580f8c8000000000000e3) dm-10 IBM,2145
mpathl10 (36005076802858018c8000000000000e2) dm-9 IBM,2145

[root@lbsdedupla ~]# multipath -11 | grep -All mpath9
mpath9 (360050768028580f8c8000000000000e1) dm-4 1BM,2145
[size=1.2T] [features=1 queue_if_no_path] [hwhandler=0] [rw]
\_ round-robin 0 [prio=200] [active]

0:1:3 sdak 66:64 [active][ready]

2:3 sdal 66:80 [active][ready]

1:3 sdam 66:96 [active][ready]

1:3 sdbs 68:96 [active][ready]

- - =

_2:
_ 3:0:
_ 1:0:
_ 4:0:
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\_ round-robin 0 [prio=40][enabled]

\_ 4:0:0:3 sdbk 67:224 [active] [ready]
\_ 1:0:0:3 sde 8:64 [active][ready]
\_ 3:0:1:3 sdk 8:160 [active][ready]
\_ 2:0:0:3 sdqg 65:0 [active][ready]

2. Inthe ProtecTIER Service Menu, select the options “1) ProtecTIER Configuration (...)"and
then “6) File Systems Management (...)” (Example 9-9).

Example 9-9 ProtecTIER configuration menu

[root@Ibsdedupla ™~]# su - ptconfig

1) ProtecTIER Configuration (...)
2) Manage ProtecTIER services (...)
| 3) Health Monitoring (...) |
| 4) Problem Alerting (...) |
5) Version Information (...)
6) Generate a service report
7) Generate a system view
8) Update ProtecTIER code

| ProtecTIER Service Menu running on lbsdedupla |
| ProtecTIER Configuration (...) |

1) Configure ProtecTIER node

2) Recover Configuration for a replaced server

3) Configure machine serial number for a replaced server
| 4) Configure RAS |
5) Update Time, Date, Timezone and Timeserver(s) |
6) File Systems Management (...)
7) Configure replication (...)

8) IP Network configuration (...)
9) Update Firmware

| 10) Update the System's name |
| 11) validate configuration |

B) Back
E) Exit

Your choice? 6
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3. The File Systems Management menu opens. You have options to display information
about the devices or file systems configuration. You have choices to configure the file

systems on all available devices or for a single device. Example 9-10 shows the creation of

a file system on a single unused device.

Example 9-10 File System Management menu

| ProtecTIER Service Menu running on 1bsdedupla

Your choice? 2

ProtecTIER Configuration (...)

File Systems Management (...)

1) Configure file systems on all available devices
2) Create file system(s) on a single unused device
3) Extend a file system with a new unused device

4) Update /etc/fstab
5) Display configured devices

6) Display unused devices
7) Display GFS repository file systems

8) Display unused GFS file systems

9) Increase capacity completion (applicable for a second cluster node) |

B) Back
E) Exit

Begin Processing Procedure
Display of the available devices

D

1.

0 NOY Ol B WN

evice:
mpath0
mpathl0
mpathl4d
mpathll
mpath6
mpath7
mpath8
mpath9

Size:
1024.00M
1286144 .00M
568832.00M
1286144 .00M
1284864 .00M
1286144 .00M
1286144 .00M
1286144 .00M

Please select device: 3

Please enter number of file systems[1-4]:1
Last file system - using the remaining free space

Status
Unused
Unused
Unused
Unused
Unused
Unused
Unused
Unused

The file system to be created will have 568832.00 MiB size

Please confirm:? (yes|no) yes

Creating physical volume
Creating volume group
Creating Togical volume
Creating file system

End Processing Procedure Successfully

. After you create the file system for all the devices that are needed, you can go to the

ProtecTIER Manager, add the node to it, and then select the Repository menu to create

the repository. For more information, see IBM System Storage TS7650 ProtecTIER

Deduplication Appliance Installation Roadmap Guide; GA32-0921.
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9.3.7 Expanding the repository

158

When you expand the repository, use the same spindle type and quantity of RAID groups for
metadata or user data. For example, if the original two metadata LUNs were built on RAID
4+4 groups, then the added metadata RAID groups must be at least 4+4 to maintain the
same level of performance. Using storage from 2+2 or 4+1 RAID groups, for example, for the
expansion might degrade performance because of an input/output operations per second
(IOPS) bottleneck.

Important: The total number of volumes for both the ProtecTIER repository for metadata
(MD) and user data (UD) should not exceed 170. Each volume size should not exceed
6 TB to comply with the 1 PB ProtecTIER repository size limit.

With ProtecTIER V3.2, the 8 TB restriction is removed. When the individual disk size is
large (for example, 2 or 3 TB), use RAID 6 with 6+2 disk members.
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10

IBM SAN Volume Controller, IBM
Storwize V7000, and IBM
Storwize V7000 Unified Storage

Storage virtualization technology complements a virtual server environment. The IBM SAN
Volume Controller, IBM Storwize V7000 (Storwize V7000), and IBM Storwize V7000 Unified
Storage (Storwize V7000 Unified) are the storage virtualization products

from IBM.

This chapter describes how these three storage virtualization products can be connected to
the ProtecTIER system as back-end storage. This chapter also describes the recommended
topology, volume (LUNSs) configuration, and settings.

This chapter describes the following topics:

» Storage virtualization introduction and terminology

» General notes and best practices for SAN Volume Controller, Storwize V7000, and
Storwize Unified V7000

» Guidelines for configuring these storage virtualization products and the ProtecTIER
product in a SAN

» General recommendations for configuring metadata and user pools
» Steps to configure the ProtecTIER repository in a storage virtualization product

Information: The primary interface methods that are used to work with Storwize V7000
Unified are NAS protocols that allow file level I/O. ProtecTIER requires block level I/O for
its potential back-end storage subsystems. Storwize V7000 Unified offers both file level /O
and block level I/O capabilities.
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10.1 Storage virtualization introduction

Storage virtualization brings intelligence to the storage environment by implementing a
virtualization layer between storage back-end disks and hosts. System administrators can
view and access a common pool of storage on the storage area network (SAN). This
functionality helps administrators use storage resources more efficiently and provides a
common base for advanced functions, such as copy services, thin-provisioned volumes, and
easy tiering.

Here are some key benefits of using storage virtualization:
» Improves and optimizes capacity usage.

» Enables data migration of virtualized data with minimum application disruption.

» Facilitates a common platform for data replication, even if the back-end storage does not
have this functionality.

» Provides a centralized point of control for storage provisioning across heterogeneous
SAN environments.

» Reduces license costs for advanced functions in the virtualized storage systems.
» Increases storage administrator productivity.

Here are the IBM products that provide this technology:

SAN Volume Controller

Storwize V7000

Storwize V7000 Unified

Storwize V3700 (See Chapter 9, “IBM Storwize V3700” on page 139 for details.)

v

vYyy

SAN Volume Controller can virtualize multivendor storage disks to perform LUN provisioning
in a high-end environment. In addition to performing external storage virtualization, Storwize
V7000 has internal disks that constitute its storage capacity for a mid-range environment.
Storwize V7000 Unified consolidates block (SAN) virtualization and file workloads (NAS) in to
a single storage system.

Supported vendor storage: The list of supported vendor storage disks in SAN Volume
Controller Version 6.3 can be found at the following website:

http://www-01.1ibm.com/support/docview.wss?uid=ssg1S1003907
Ensure that you refer to the System Storage Interoperation Center (SSIC) website for the
latest information:

http://www-03.1ibm.com/systems/support/storage/ssic/interoperability.wss

10.1.1 Terminology

160

This section describes the terminology that we use in this chapter that relates to storage
virtualization. Here are the terms:

Storage pool Also known as managed disk group (MDG). An MDG is a collection
of storage capacity (MDisks) that provides the capacity
requirements (extents) for volumes that are based on MDisks
characteristics, such as disk speed and type.
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Managed disk (MDisk) An MDisk is composed of a Small Computer System Interface
(SCSI) logical unit (LU) that a redundant array of independent disks
(RAID) controller provides and that a clustered system manages.
The MDisk is not visible to host systems on the storage area
network (SAN).

Volume /(VDisk) Also known as virtual disk (VDisk). A volume is the representation
of a SCSI disk that is presented to a host system.
Extents A unit of data that manages the mapping of data between managed

disks (MDisks) and volumes. By default, its size is 256 MB.

Figure 10-1 shows a summary of storage virtualization concepts. The disk RAID array from
an external storage system (or from internal disks, when you use Storwize V7000) is
presented to an SAN Volume Controller or Storwize V7000 as an MDisk. A set of MDisks
forms an array, from which extents are taken to create the volumes (LUNSs). The volumes,
now in virtualized mode, are presented to the hosts. In this sense, the hosts no longer see the
back-end disks directly, and the SAN Volume Controller or Storwize V7000 behaves like a
controller provisioning LUNSs to the hosts.

Virtualization Summary

Logical
Volume = | |VD1 VD2 VD3 VD4

0 (virtual Disks)

— | SVC / Storwize V7000 /
Storwize V7000 Unified
I N N D D D D D D D D D D O O D D I S S S I N N N . . . .
= EXtents=——p | I [ Storage Pools
= MDG 1 MDG 2 (Managed Disk Groups)

<
Physical

MDA MDz § MD3 | MD4 § MDE | MDE | MD7 § MDa ._ Ma naged Dls ks

1ttt ttttt

cur | Lomz | oLomz] Long] Lons] Lons | Lung| Lung | e— SCS] LUNS
rRs | R5 re| re | R0 R0 R10| RO

RAID Controller(s)

<= RAID Arrays

12345P
Physical disk

R& R&E ' RA R10 " R1D | R& | R5 RS

42
Physical disks
25 4B 6
Physical disks

Figure 10-1 Storage virtualization concepts summary
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There are three types of virtualization for volumes: striped, sequential, and image, as shown

in Figure 10-2.
1. Striped Extent 1a | ®
Extent 2a {
Extent 3a { Mdisk1
e Extent 1o 1 || 390 GB
=
Extent 3b |
Extent 1¢ | Mdisk2
Extent 2c { 300 GB
Extent3c | | N~
2. Sequential 3. Image Existing data
Extent 4a | Extent 5a |
V¥ Extent 4b { Extent 5b § |
EEZ:E iZ : mdiskd VOL3TV Eﬁz:i :Z T LUNA_mdisk
Extent 4¢ | | 300 GB s Extent 5e | 600 MB
Extent 4f { [ Extent 57 | |
Extent 4g { Exfent 5g
Partial extent

Figure 10-2 Three virtualization types for volumes

» Striped (default): Takes an extent in turn from each managed disk that has free extents (or
a subset of managed disks, known as a striped set) in the pool (managed disk group).

» Sequential: Allocates extents from one managed disk to create the volume (VDisk) if
enough consecutive free extents are available on the chosen managed disk.

» Image: Creates a one-to-one direct mapping between a virtual disk and the managed disk
that contains existing data, for example, an existing LUN from an external
virtualized storage.
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Note: More information about storage virtualization products can be found in the IBM
information Center for these products, which can be found at the following websites:

» SAN Volume Controller:

http://publib.boulder.ibm.com/infocenter/svc/ic/index.jsp

Support information, including configuration limits and restrictions for SAN Volume
Controller, can be found at:

http://www-01.1ibm.com/support/docview.wss?uid=ssg151003903
Storwize V7000:
http://publib.boulder.ibm.com/infocenter/storwize/ic/index.jsp

Support information, including configuration limits and restrictions for Storwize V7000,
can be found at:

http://www.ibm.com/support/docview.wss?uid=ssg15S1003741
Storwize V7000 Unified:
http://publib.boulder.ibm.com/infocenter/storwize/unified ic/index.jsp

Support information, including configuration limits and restrictions for Storwize V7000
Unified, can be found at:

http://www-01.1ibm.com/support/docview.wss?uid=ssg151003906

10.2 General notes

The following general notes apply for SAN Volume Controller, Storwize V7000, and Storwize
V7000 Unified storage subsystems:

>

Because of the nature of the ProtecTIER product, storage resources are heavily used, so
the SAN Volume Controller or Storwize V7000 storage subsystem should be dedicated
solely to ProtecTIER activity.

If it is not possible to dedicate the array to ProtecTIER, use zoning and LUN masking to
isolate the TS7650G from other applications.

Important: The TS7650G must not share pools, MDisks, or volumes with
other applications.

Disk-based replication is supported only by RPQ. Use the ProtecTIER native IP replication
feature that is available in Version 2.5 and later. For more information about replication,
see Part 5, “Replication and disaster recovery” on page 369.

When you use SAN peer-to-peer (P2P) topology to connect the TS7650G to the disk
array, create a dedicated zone for the ProtecTIER back-end ports. Do not mix the
back-end ports (QLogic) with the front-end ProtecTIER ports (Emulex) or any other SAN
devices in the same zone.

Ensure that you have redundant connections to both SAN Volume Controller, Storwize
V7000, and Storwize V7000 Unified nodes or node canisters.

Create only two storage pools (also known as managed disk groups), where one is used
for metadata and the other is used for user data. Creating more pools causes the storage
system cache to be segmented among all pools. By having only two pools, you optimize
the storage subsystem cache allocation.
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Use the sequential virtualization type for each MDisk instead of striped virtualization.
Because of the nature of ProtecTIER file system architecture and workload, sequential
virtualization shows better performance than striped. When you expand the ProtecTIER
repository, if you use sequential virtualization, the new sequential volumes maintain the
same performance characteristics as the existing volumes. If you use the striped
virtualization, you must manually check the extents distribution among the MDisks to
ensure that they are balanced.

Do not use thin-provisioning volumes. All of the storage that is presented to the
ProtecTIER system is run through a “padding” process as part of the repository creation.
This padding process immediately fills the thinly provisioned LUNS to 99% capacity.

The number of paths to each volume must not exceed eight paths between the host and
the SAN Volume Controller, Storwize V7000, or Storwize V7000 Unified environments.

Each V7000 / SAN Volume Controller volume has a preferred V7000 controller node to be
bound to. Balance the volumes between the SAN Volume Controller, Storwize V7000, or
Storwize V7000 Unified controller nodes. The ProtecTIER server has connections and
SAN zoning for both nodes. By default, the allocation should equally divide all volumes
between the controller nodes; do not interfere with this behavior.

As mentioned before in the general recommendations for back-end storage in 8.6.4, “User
data on SATA disks” on page 135, the volume size should not exceed 6 TB.

Important: Always use RAID 6 in combination with SATA or NL-SAS drives.

LUN management: Starting with ProtecTIER Version 3.2, the management of LUNs
greater than 8 TB is improved. When ProtecTIER V3.2 and later works with LUNs
greater than 8 TB, it splits them in to logical volumes of smaller size, which means that
you can work with LUNs greater than 8 TB. There is no benefit in performance in doing
this action.

ProtecTIER is a random-read application. 80 - 90% of 1/O on a typical TS7650G
environment is random read at 64 KB block size. Implement suitable performance
optimizations and tuning as recommended by the disk vendor for this 1/O profile.

There is no benefit in using IBM Easy Tier® “On” on the metadata or user data pool. The
workload pattern of ProtecTIER does not produce enough hot extents to justify the usage
of solid-state disks (SSDs).

Number of back-end LUNSs: The total number of volumes for both the ProtecTIER
repository for metadata (MD) and user data (UD) should not exceed 170. Each volume
size should not exceed 6 TB to comply to the 1 PB ProtecTIER repository size limit.
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10.3 Firmware level

The array firmware level must be equal to or greater than the firmware version that is listed in
the ProtecTIER Interoperability Matrix. You can access the ProtecTIER Interoperability
Matrix, along with information about other tape devices, by going to the following website and
navigating to the Compatibility information section:

http://www.ibm.com/systems/storage/tape/resources.html#compatibility

You can also access the ProtecTIER Interoperability Matrix directly at the following website:
http://public.dhe.ibm.com/common/ssi/ecm/en/iv112348usen/IVL12348USEN.PDF

10.4 Fibre Channel connection topology

SAN Volume Controller, Storwize V7000, and Storwize V7000 Unified all support redundant
connections to clustered ProtecTIER nodes. To ensure full protection against the loss of any
Fibre Channel paths from the ProtecTIER nodes to the Storwize V7000, use redundant
host connections.

To meet the business requirements for high availability, use SAN design practices to build a
dual fabric network, two independent fabrics, or SANs. To increase the total number of switch
ports in a fabric, switches can be connected together with one or more interswitch links
(ISLs). Multiple ISLs between two switches do not increase the total number of paths to

the volumes.

Direct attachment: SAN Volume Controller does not support direct attachment connection
to a ProtecTIER server. A Fibre Channel (FC) switch is required for attaching a Storwize
V7000 to a ProtecTIER server. For V3700, Storwize V7000, and Storwize V7000 Unified,
direct attachment might be available by RPQ.

Connect each host to the appropriate single-ported host channels on the SAN Volume
Controller, Storwize V7000, and Storwize V7000 Unified controllers, also known as nodes or
node canister. These configurations have host and drive path failover protection. To ensure
redundancy and stability, every ProtecTIER node must be configured to obtain two paths to
each controller.

One port of each ProtecTIER server host adapter should be connected to one SAN fabric. For
a volume (VDisk or LUN), which is owned by an I/O group, the number of paths from the SAN
Volume Controller, Storwize V7000, and Storwize V7000 Unified nodes to a host must not
exceed eight. Use SAN zoning to limit the number of paths among ports across the SAN. This
setting reduces the number of instances that the same volume (VDisk or LUN) is reported to
a host operating system.

No more than four HBA ports of the ProtecTIER servers in total should be connected to the
SAN. Each port should be zoned to a different set of the SAN Volume Controller, Storwize
V7000, and Storwize V7000 Unified ports to maximize performance and redundancy.
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Figure 10-3 is an example of a redundant SAN fabric Fibre Channel configuration with a
ProtecTIER single-node configuration. Figure 10-4 on page 167 is an example of a redundant
SAN fabric Fibre Channel configuration with a ProtecTIER dual-node configuration.

TS7650G

a6 | | 6 s7| |s7
P1| | P2 P1| | P2

AN

Y Y | F2

i

P1 P2 | P3[Pa|P1] P2[ P3[ P4l FIFIEREIFER R EIEEREIEE R EIEEREIEELR

CtrlA CtriB CtrlA CirlB Ctrla CirlB CtrlA CirlB
VTK_1 VTK 2 VK 3 VTK 4

Volumes

+ Bx paths per Volume (4 per Fabric)
+ 8x 1:1 zonings + 2x V7000 inter-node zones
+ All ports attached, no degradation

Figure 10-3 Example of a redundant SAN fabric Fibre Channel configuration with a ProtecTIER
single-node configuration
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Figure 10-4 illustrates that each host HBA port is zoned with two ports from each SAN
Volume Controller, Storwize V7000, and Storwize V7000 Unified node, providing a total of
eight paths.

TS7650G_A T57650G_B

s6| [ =8 g7 [=7 s6 | [s5 g7 | [s7
P1| | P2 P1| | P2 P1| | P2 P1| | P2

N
W

EIAEFEREEELR B EEAEREEE R EEEREEE R | EIEEREEER

CtrlA CtriB CtrlA CirlB CirlA CirlB CirlA CirlB
VTK_1 VTK 2 VK 3 VTK 4

Volumes

+ 8x paths perVolume per TSTE50G node (4 per Fabrc)
+ 16x 1:1 zonings + 2x V7000 internode zones
+ All ports attached, ,no degradation

Figure 10-4 Example of redundant SAN fabric Fibre Channel configuration with a ProtecTIER
dual-node configuration

Multipath settings: There is no need to manually configure the multipath specific settings
(by running the multipath.conf command). Configuration is done automatically by an
installation script of the ProtecTIER product called autorun.

Example 10-1 depicts how the output looks when you run the multipath -11, depending on
the physical cabling and the SAN zoning config:
Example 10-1 Example output from the multipath -ll command

mpath2 (360050768028109ed8800000000000009) dm-2 1BM,2145
[size=3.8T] [features=1 queue_if no_path] [hwhandler=0] [rw]

\_ round-robin 0 [prio=200] [active]

\_6:0:1:8 sddb 70:144 [active][ready]
\_5:0:1:8 sddc 70:160 [active][ready]
\_ 4:0:1:8 sddd 70:176 [active][ready]
\_ 3:0:1:8 sdde 70:192 [active][ready]
\_ round-robin 0 [prio=40][enabled]

\_6:0:0:8 sdah 66:16 [active] [ready]
\_ 3:0:0:8 sdai 66:32 [active] [ready]
\_5:0:0:8 sdaj 66:48 [active] [ready]
\ 4:0:0:8 sdak 66:64 [active][ready]
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Here are the corresponding details for Example 10-1 on page 167 for SCSI multipath
information for each path:

HOST (=ProtecTIER ports) : CHANNEL : ID (=different disk subsystem ports per Host
port) : LUN (=Volume)

»

The mpath2 device alias represents the LUN/volume with ID 8 (unique ID in brackets
shows disk subsystem WWN+LUNID).

Eight paths are available to reach the mpath2 device.
All four ProtecTIER QLogic ports (3,4,5,6) can reach this LUN ID 8.

Each ProtecTIER port can reach two different disk subsystem ports (for example, PT port
6 sees disk subsystem ports 0 and 1).

This is an active/active capable disk subsystem (there is no ghost status as the DS4000
active/passive system would show).

Only one PT to disk subsystem port path group is actively used (active) at one time; the
other one is available for failover scenarios (enabled).

I/O is load balanced among the [active] path group (round robin).

10.5 User data and metadata pool: General recommendations

This section provides general recommendations for setting up metadata and user data pools
for optimum performance in your ProtecTIER environment. We also provide general
guidelines for expanding the ProtecTIER repository.

10.5.1 Metadata pool
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Here are some items to consider regarding the metadata pool:

>

Use balanced RAID 10 groups for metadata MDisks (use a layout according to your
planning requirements) with at least 4+4 members. The recommended number of
metadata RAID groups (MDisks) is determined by the Capacity Planning Tool during the
pre-sales process. This number can be 2 - 10, based on repository size, factoring ratio,
and performance needs.

Terminology:

» Balanced RAID 10 is defined as RAID group creation in Storwize V7000 and
Storwize V7000 Unified, which uses drives to form the array from different
enclosures. This setup protects against drive and enclosure failures, considering the
SAS chain and the disk spare protection.

» A SAS chain is defined as a cabling scheme for a string of expansion enclosures
that provides redundant access to the drives inside the enclosures. This setup is
achieved by having both node canisters in the control enclosure in the
Storwize V7000.

Do not share the metadata pool with the user data pool.
Create a single pool for metadata that contains all the metadata MDisks.
Specify an extent size default of 256 MB for each metadata volume created.

For each metadata MDisk, create a single metadata (MD) volume to accommodate the full
size of each metadata MDisk, by using the sequential virtualization type.
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Quorum volume: The 1 GB MD quorum volume can be created on any metadata MDisk.

10.5.2 User data pool

Here are some items to consider regarding user data pools:

»

Use RAID for data protection and performance. The RAID type depends on the disk
category, but is usually RAID 5 or RAID 6.

Do not share the user data pool with the metadata pool.
Create a single pool for user data that contains all the user data MDisks.
Specify an extent size default of 256 MB for each user data volume that is created.

For each user data MDisk, create a single user data (UD) VDisk / volume to accommodate
the full size of each user data MDisk by using the sequential virtualization type.

The size of user data volumes must be consistent. All user data volumes should be the
same size.

Comply with the suggestions that are related to the number of ProtecTIER file systems, as
described in 8.3, “Dependencies from a ProtecTIER view” on page 129.

10.6 Configuration steps

Figure 10-5 shows the steps to configure the ProtecTIER repository in a storage
virtualization product.

Create Create Create Create
Metadata mdisk array volu_mes Create Map File Systems
Gl or L) Host volumes and build

Userdata discover sequential .
storage unmanaged / | virtualizatio connection to host Prr:-tz:'il;:;ER
pools mdisks type P y

Figure 10-5 Configuration steps

Here are the steps:

1.
2.
3.

Create empty user data and metadata storage pools.
Create the MDisk arrays or discover unmanaged MDisks.

Create volumes (VDisks) with a sequential virtualization type by using the command-line
interface (CLI).

4. Create a host connection for the ProtecTIER nodes.

5. Map volumes to the host.

6. Create file systems by using the File Systems Management under the ptconfig menu and
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10.6.1 Creating empty user data and metadata storage pools

You should create only two storage pools (also known as managed disk groups), where one
is used for metadata and the other is used for user data. When you create more pools, the
storage system cache is segmented among all pools. By having only two pools, you optimize
the storage subsystem cache allocation.

To create these items, complete the following steps:

1. Hover your cursor over the Pools icon. The system displays the Pools menu (Figure 10-6).
Click MDisks by Pools.

| External Storage }
{ MDizks by Pools )
{ System Migration ),

Figure 10-6 Pool menu

2. For each pool, click New Pool to create an empty pool. Insert a name for the pool, such as
MD_pool or UD_pool. (Figure 10-7). Click Next to continue with the pool creation process.

Tip: Set the extent size settings of 256 MB. This is the default. It is needed to allow
large repository dimensions of 1 PB or more of virtualization within the storage. You
should also change the warning threshold to 100% to not receive alerts about pool
usage. The default is 80%. The pool is fully allocated by the ProtecTIER LUNs. To do
this task, you need to use the CLI to create the pools, as shown in Example 10-2 on

page 171.
I‘% New PGD|WMDEKS = Actions ¥
NAMmEe At i Capacity VMode [ordge Sys|
Not in a Pool
Create Storage Pool Step 1 of 2

Pool Name (optional):

| MD_ponI| |

@ Choose Icon &

_ Next = | | Cancel |

Figure 10-7 Create pools
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3. Click Next. If you created your MDisk arrays or use MDisks from external storage, select
the MDisks to be included in the pool. Otherwise, click Finish to create an empty pool.
(Figure 10-8).

Create Storage Pool Step 2 of 2

Select the MDisk to include in the storage pool (optional):

#5 Detect MDisks All System Storage L

Mo items found.

Showing 0 mdisks | Selecting 0 mdisks

i < Back | | Finish | | Cancel |

Figure 10-8 Create a storage pool

4. Repeat this procedure for the next pool. You need two pools only: one for metadata, and
one for user data.

The steps can also be done by using the CLI, as shown in Example 10-2.

Example 10-2 Creating a pool by using the CLI

# svctask mkmdiskgrp -ext 256 -warning 100% -name UD_pool

10.6.2 Creating the MDisk arrays or discovering unmanaged MDisks
When you use the Storwize V7000 and Storwize V7000 Unified servers, you can use internal

or external disks to create MDisks. The SAN Volume Controller allows only MDisks coming
from an external virtualized storage.
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To accomplish these tasks, complete the following steps:
1. Hover your cursor over the Pools icon. The system displays the Pools menu (Figure 10-9).

L YT
i Pools

System Migration

Figure 10-9 Pools menu
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2. To create an MDisk with internal disks with IBM Storwize V7000 and IBM Storwize V7000
Unified, click Internal Storage to display the list of candidate internal disks. Select the
appropriate Drive Class that you want to configure, for example, SAS disks for metadata
and NL_SAS (or SATA) for user data. Then, click Configure Storage (Figure 10-10).

2

Drive Class Filter - 1
1 contur s
— .

« All Internal
= 418.7 GB, SAS
10000 rpm
_ io_grpd |

i= Actions ¥

e 1 Capacity Use [atus
0 4187 GB Member ¥ Onine
1 418.7 GB Candidate COnline
2 418.7 GB Member % Oniine
1 3 4187 GB Member Online
4 4187 GB Member % Online
5 4187 GB Member ¥ Onine
6 4187 GB Member Onling
7 4187 GB Candidate [ Onine
8 4187 GB Member Online
9 4187 GB Member Online
10 418.7 GB Member F:-’] COnline
1 4187 GB Member Cnline
12 4187 GB Member Cnline
13 4187 GB Member f':/j Online
14 4127 GR Member [# online

Showing 48 drives | Selecting 0 drives

Figure 10-10 Configure Storage

3. If a SAN Volume Controller is being used, or if the MDisk is created from external storage
in a Storwize V7000 or Storwize V7000 Unified server, click External Storage to display
the list of unmanaged MDisks. If no MDisks are displayed, click Detect MDisks. When the
list of available MDisks opens, select the appropriate disks, right-click, and click Add
to pool.

Chapter 10. IBM SAN Volume Controller, IBM Storwize V7000, and IBM Storwize V7000 Unified Storage 173



174

4. The Configure Internal Storage window opens. The default settings are shown in the
window. Proceed as shown in Figure 10-11 on page 175 and complete the
following steps:

a.
b.
C.

To use different settings, click Select a different configuration.
Select the RAID type, for example, Balanced RAID 10 for a metadata array.

Click Optimized for Performance to force the GUI into creating RAID arrays of
equal dimensions.

In the Number of drives to provision field, enter the number of disks to configure in your
RAID arrays.

Ensure that the automatically calculated RAID layout resembles the RAID arrays that
you want to create. For example, having eight disks in a Balanced RAID 10 creates a
4+4 array. Having eight disks in a RAID 6 creates a 6+2 array. Having five disks in a
RAID 5 creates a 4+1 array.

Important: Closely monitor the output of the GUI in step e. Especially while you try
to create multiple arrays concurrently, the GUI can get a little too creative when it
comes to deciding the array dimensions. Change the number of disks that you want
to configure in a single step to avoid unwanted array sizes.

Click Next.

Important: Use the ProtecTIER Planner Tool to calculate the correct number of
metadata file systems and follow this guideline: For Storwize V7000 metadata
planning, use the planner with 15 K Fibre Channel drives, even though the Storwize
V7000 disk has 10 K drives.
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Configure Internal Storage Step 1 of 2

Use this wizard to allocate RAID arrays to storage
pools. After this configuration wizard completes, you
can create volumes from these storage pools.
Storage Found:

(10 drives) 418.7 GB, SAS, 10000 rpm, io_grp0

Use the recommended configuration: Basic RAID-5

Select this option to configure all available drives based on recommended values
for the RAID level and drive class. The recommended configuration uses all the
drives to build arrays that are protected with the appropriate amount of spare

drives.
@ Select a different configuration_ a

./ Automatically configure spares

C - @ Optimize for Performance

Optimize for Capacity

d - a Number of drives to provision

Configuration Summary:

1 x Balanced RAID-10 (4138.7 GB, SAS, 10000 rpm, io_grp0):
e g drives

0 Hot Spares

2 Unconfiqured Drives

Next = | | cancel .

Figure 10-11 Configure Internal Storage window

5. Repeat the steps to create all the MDisks arrays that are needed to create the repository.
These steps can also be done by using the CLI, as shown in Example 10-3.

Example 10-3 MDisk array creation command

# svctask mkarray -drive 28:27:26:25 -level raid5 -sparegoal 0 -strip 128 UD_pool
# svctask mkarray -drive 8:6:5:10 -level raidl0 -sparegoal 0 -strip 128 MD_pool

The numbers after the -drive flag represents the physical disk’s ID, which is part of the array.
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Important:

The -sparegoal 0 parameter allows array creation whether there are hot spare drives
available or not. With this setting, you need to manually ensure that there are enough hot
spare resources available within your storage subsystem to satisfy your needs.

To manually create a balanced RAID 10 array, you need to select the array members in a
specific order. The -drive parameter uses the drives in the following order:
Primary:Mirror:Primary:Mirror:Primary:Mirror, and so on. Make sure that each Primary disk
is attached through the one SAS chain and each Mirror disk is attached through the other
SAS chain.

10.6.3 Creating volumes with a sequential virtualization type
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The ProtecTIER architecture stripes the repository among all file systems and uses all the
disks simultaneously. Because of this architecture, you should create the volume to
accommodate the full size of each MDisk. Additionally, because of the nature of the
ProtecTIER file system architecture and workload, sequential virtualization has better
performance than striped virtualization.

To create volumes (VDisks) with the sequential virtualization type, you must use the CLI with
the root user ID. The GUI allows only the default configuration, which is striped. To create
sequential volumes, complete the following steps:

1. Identify your MDisks by listing them. Run the svcinfo 1smdisk command (Example 10-4)
to list them.

Example 10-4 svcinfo Ismdisk output

# svcinfo 1smdisk -unit mb -filtervalue "mdisk_grp_name=UD_pool"
id name status mode mdisk _grp_id mdisk _grp_name capacity ctrl LUN_#
controller_name UID tier

6 mdisk7 online array 1 UD_pool 1.2TB generic_hdd
7 mdisk8 online array 1 UD_pool 1.2TB generic_hdd
8 mdiské online array 1 UD_pool 1.2TB generic_hdd
9 mdiskl0 online array 1 UD_pool 1.2TB generic_hdd
10 mdisk9 online array 1 UD_pool 1.2TB generic_hdd
11 mdiskll online array 1 UD_pool 1.2TB generic_hdd

# svcinfo 1smdisk -unit mb -filtervalue "mdisk_grp_name=MD_pool"

id name status mode mdisk grp_id mdisk grp name capacity ctrl LUN_#
controller_name UID tier

5 mdisk5 online array 0 MD_pool 557.8GB generic_hdd

2. As explained in 10.1, “Storage virtualization introduction” on page 160, MDisks are
compose of extents. The default extent size is 256 MB. The number of extents from one
MDisk to another MDisk can vary according to the SAN Volume Controller / Storwize
V7000 quorum information. To use all the extents in the MDisk, you must verify the
number of the free extents by running the 1sfreeextents command (Example 10-5).

Example 10-5 Isfreeextents output

# 1sfreeextents mdisk7
id 6
number_of_extents 5019
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# 1sfreeextents mdisk8
id 7
number_of_extents 5024

3. Take the number of free extents available in each MDisk and multiply them by the size of
the extent, which is 256 MB. For example:

— For mdisk7, the volume size in MB is 5019 (number_of_extents) x 256 MB (extent size)
= 1284864 MB.

— For mdisk8, the volume size in MB is 5024 (number_of_extents) x 256 MB (extent size)
= 1286144 MB.

4. Create the volume (VDisk) by using the flag -vtype=seq, which means sequential type, by
using the value that was discovered in step 3 (Example 10-6).

Example 10-6 Sequential volume creation

# svctask mkvdisk -name UDvoll -mdiskgrp UD_pool -iogrp io_grp0 -mdisk mdisk7
-size 1284864 -unit mb -vtype seq
Virtual Disk, id [0], successfully created

# svctask mkvdisk -name UDvol3 -mdiskgrp UD_pool -iogrp io_grp0 -mdisk mdisk8
-size 1286144 -unit mb -vtype seq
Virtual Disk, id [2], successfully created

5. Run the svctask mkvdisk command again to create all user data and metadata volumes.
Tip: The 1 GB metadata quorum volume can be created on any metadata MDisk.

6. Run the svcinfo 1svdisk command to list all the created volumes. In Example 10-7, you
can see the VDisk UID, which identifies the LUN in the OS. You can also see the volume
type as seq (sequential) and the volume size.

Example 10-7 svcinfo Isvdisk output

# svcinfo 1svdisk

id name I0_group_id IO_group_name status mdisk_grp_id mdisk_grp_name capacity type
FC_id FC_name RC_id RC_name vdisk_UID fc_map_count copy_count fast_write_state
se_copy_count RC_change

0 UDvoll O io_grp0 online 1 UD_pool 1.23TB  seq
60050768028580F8C8000000000000DE 0 1 empty 0 no
1 UDvol2 0 io_grp0 online 1 UD_pool 1.23TB  seq
60050768028580F8C8000000000000DF 0 1 empty 0 no
2 UDvol13 0 io_grp0 online 1 UD_pool 1.23TB  seq
60050768028580F8C8000000000000E0 0 1 empty 0 no
3 UDvol4 0 io_grp0 online 1 UD_pool 1.23TB  seq
60050768028580F8C8000000000000E1 0 1 empty 0 no
4 UDvol5 0 io_grp0 online 1 UD_pool 1.23TB  seq
60050768028580F8C8000000000000E2 0 1 empty 0 no
5 UDvol6 0 io_grp0 online 1 UD_pool 1.23TB  seq
60050768028580F8C8000000000000E3 0 1 empty 0 no
6 MDquorum 0 io_grp0 online 0 MD_pool 1.00GB seq
60050768028580F8C8000000000000E4 0 1 empty 0 no
7 MDvoll 0 io_grp0 online 0 MD_pool 555.50GB seq
60050768028580F8C8000000000000E7 0O 1 not_empty 0 no
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7. You can also see the volumes that are created by using the GUI and going to the Volumes
menu (Figure 10-12).

Ibsrv7kuO1.strglabsrv2.local > Volumes > Volumes ¥

ﬁ New Volume i= Actions =

! e pach orage Pool | UID \Virtual 10 e WD WD | e
MDquorum QOnling 1.0 GB MD_pool §0050758028580F8C2000000000000E4 Sequential 5 mdiskS
MDOwvol1 QOnling 555.5 GB MD_pool §0050758028530F8C2000000000000ET Sequential 5 mdiskS
UDwal1 QOnling 1.2TB UD_pool 60050768028580F8CE000000000000DE Sequential L] mdiskT
UDwol2 QOnling 1.2TB UD_pool 60050768028580F8CE000000000000DF Sequential 8 mdisks
UDwol3 QOnling 1.2TB UD_pool 60050758028530F8C2000000000000E0 Sequential T mdisks
UDvold Online 1.2TB UD_pool 60050752023580F3CB000000000000E1 Sequential 10 mdigk9
UDwvols Online 1.2TB UD_pool 60050768023580F3C2000000000000E2 Sequential ] mdigk10
UDwvols [% oOniine 1.2TB UD_pool 60050762023580F3C2000000000000E3 Sequential 11 mdizgk11

Figure 10-12 Listing volumes

Tip: You can customize columns by right-clicking above the column bar and selecting the
wanted columns, as shown in Figure 10-13.

-

¥ New volume i Actions ¥

i T - 7
UDvolt Oniine 2 ]
UDvol2 Oniine | Name ]
UDwvol3 Online 4| Status ]
UDvold Online . Capacity ]
UDwvols Online Real Capacity ]
UDwvolf Online . Used Capacity ]

| Storage Pool
A UID
4 Host Mappings

Preferred Node ID

Global Mirror Change Volume
Copy ID

Thin Provisiocned
Remote-Copy ID

Showing 6 volumes | Selecting 1 volume (1.2 TB) Remote-Copy Name

# of FlashCopy Mappings

| A Virtualization Type -

= 2 — i
Cache State

Figure 10-13 Customizing columns

[

10.6.4 Creating a host connection for ProtecTIER nodes in Storwize V7000
GUI

To set up the host in the SAN Volume Controller or Storwize V7000 GUI, you must first know
the worldwide port names (WWPNSs) of the ProtecTIER nodes.
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Complete the following steps:

1. You can see the label that is attached to the FC adapter or download the
system_view.html file by using option “7) Generate a system view” from the ptconfig menu
of your system (Example 10-8).

Example 10-8 Generating system view report

1) ProtecTIER Configuration (...)
2) Manage ProtecTIER services (...)
3) Health Monitoring (...)

| 4) Problem Alerting (...) |
| 5) Version Information (...) |
6) Generate a service report
7) Generate a system view

8) Update ProtecTIER code

Your choice? 7
Begin Processing Procedure

SystemView version 1.2
Generating Service Report [ Done ]
Systemview saved to /pt_work/systemview.html

End Processing Procedure Successfully

2. Open the systemview.html file with a browser and you see a list of items that you can
select. Click QLogic HBAs, as shown in Figure 10-14.

System view report for ddSats

Generated on Thu Nov 15 00:31:30 CET 2012

* Summary

* Software version

* Cluster status

* Installation Historv

* Svystem checkout summary

* Svystem checkout details

® Services Status

# File System Utilization

* Network Interfaces

e Network Interfaces elaborated output
* Network Interfaces configuration
* Known hosts

* EStab

* Metadata Filesystems

* Userdeta Filesystems

* Management Filesystem
* Emulex HBAs
* QLogic HBAs

* Librarv information
» MRC Parameters

Figure 10-14 Browser showing the systemview.html file
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3. The WWPN information of the QLogic back-end HBA is displayed, as shown in
Figure 10-15. Be sure to use the port names as marked in the figure. Do not use the
node names.

- QLogic HBAs

|PCI ID |State |Speed Port Name Node Name

|OODD:13:D0.0 |Dn|ine |8 Gbit |0x21000024ff3ae4d8 0x20000024ff3aed4d8

[0000:13:00.1 [Online [unknown}[0x21000024ff3ae4d9 J0x20000024ff3ac4do

10000:18:00.0 [Online |8 Gbit |0x21000[}24ff3ae4ba 0x20000024ff3aedba

[0000:18:00.1 [Online [unknown}[0x21000024ff3ae4bb J0x20000024ff3ac4bb

Figure 10-15 QLogic HBA section of the systemview.html file

To create the host connection on your SAN Volume Controller, Storwize V7000, or Storwize
V7000 Unified server, complete the following steps:

1. Hover your cursor over the host type icon. The system displays the Hosts menu
(Figure 10-16).

Ports by Host

[ Host Mappings J
[ Volumes by Host ),

Figure 10-16 Hosts menu

2. Click Hosts to open the Hosts window. Click New Host to open the Create Host window
(Figure 10-17).

Ibsrv7ku01.strglabsrv2.local > Hosts > Hosts ¥

L ﬂ New Host | i= Actichs =
Ya o f

Create Host

Choose the Host Type

Creste 3 host object with WWPN ports. Creats 3 host object with iSCSI ports.

9 Create Host Cancel

Figure 10-17 Create Host window
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3. Click Fibre Channel Host, and then click Create Host to open the Create Host window
(Figure 10-18).

- Create Host |
“--..‘-'7— Host Name (cptional): Ibsdedupla
Fibre Channel Ports
= | | b Add Port to List Rescan
Port Definitions
2100001832197FFE b4
2101001832397FFE b4
2100001B321332AA b4
2101001B323332AA b4
Advanced Settings
I/0 Group Port Mask Host Type
| io_grp0 | Port 1 Generic (default)
| io_grpl | Port 2 HP/UX
| io_grp2 4l Port 3 OpenvMs
| io_grp3 | Port 4 TRGS
- L |
+| Advanced %] Create Host Cancel

Figure 10-18 Expanded Create Host window

Provide the name of your host. The host name is a name that is already specified.
Add your worldwide port names (WWPNSs) in the Fibre Channel Ports selection box.

Leave the Generic (default) radio button selected as the Host Type.

N o o A

Click Create Host to return to the main menu.

Host groups and clusters: The Storwize V7000 and Storwize V7000 Unified storage
subsystems do not use the concept of host group or cluster, which is used to map a
volume to more than one host at the same time.

If you have a ProtecTIER dual-node server, you can choose between two options:

» Create one host for each ProtecTIER node and, when you perform the volume
mapping, use the same LUN ID for both nodes.

» Create a single host, but add the ports from both ProtecTIER nodes. This method is
simpler, but if there are issues with one FC port, it is more difficult to identify which node
the FC port belongs to.
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10.6.5 Mapping volumes to a host

To make the volumes available to the ProtecTIER node, you must map the volumes to the
ProtecTIER host by completing the following steps:

1. Hover your cursor over the Pools icon. The system displays the Pools menu
(Figure 10-19).

Volumes by Pool

Figure 10-19 Pools menu

2. Click Volumes by Pool to open the list of volumes separated by pool (Figure 10-20). Mark
the volumes, right-click, and click Map to Host.

Ibsrv7ku01.strglabsrv2.local > Pools > Volumes by Pool ~
@ UD_pool MD_pool
— . 1 MDisk, 2 Volume copies
- = Easy Tier Inactive
& 0
. 2 ﬁ New Wolume  iZ Actions ¥
== A [Fiame Status Capacity UiD HostMappings
MDquorum Online 1.0 GB &0050758028580F8CE000000000000ES No
MDvol1 EME%D Host 2.2 GB 80050768028580F2C2000000000000ES No
k= Unr\r‘\-n“lp All Hosts
Jiew Mapped Hosts
15 Rename
Shrink
Expand
S Migrate to Ancther Poo
Export to Imags Mode
# Delete
=| Properties

Figure 10-20 Volumes by pool
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3. The Modify Host Mapping window opens. Click the Host drop-down menu to select the
name of the host that you want to map volumes to. If the volumes are not highlighted in
yellow, select volumes from the Unmapped Volumes pane and click the arrow (>) to move
the volumes to the Volumes Mapped to the Host pane. Click Map Volumes or Apply
(Figure 10-21).

Modify Host Mappings
Host: | Ibsdedupla | =
Unmapped Volumes Volumes Mapped to the Host
3 Map L v Edit scs1 1D € Unmap % v
Capacity 1D SCSIID | e 1D
0 UDvold 50050768028580F8C DE
R Mo items found. 1 UDvol2 60050768028530F5C DF
) s Ulvol3 50050768028580F8C
3 UDvol4 50050768028580F8C 1
( 4 UDvols 50050768028580F8C 2
UDvol 50050768028580F8C
& MDquorum §0050758028580F 4
if MDvoll 50050768028580F
Showing 0 velumes | Selecting 0 velumes Showing & mappi Selecting 0
|H_| Map Volumes | |H_| Apply | | Cancel |

Figure 10-21 Modify mapping

Dual-node server: If you have a ProtecTIER dual-node server, you must select the other
node and proceed with the volume mapping again for the second node. You might receive
a warning that states that the specific volume is already mapped. Verify that the mapping is
correct and continue (Figure 10-22).

Warning

The following volumes are already mapped to another host.

o Attention: If a volume is mapped to multiple hosts, the hosts must
coordinate access to avoid corrupting data.

Figure 10-22 Volume mapping warning

10.6.6 Creating file systems and building the ProtecTIER repository

Beginning with ProtecTIER Version 3.3, the fsCreate tool is removed. All of the file system
management is now integrated in to the ProtecTIER Configuration Menu.
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Tip: If you have a version of ProtecTIER earlier than Version 3.2, the fsCreate tool can be
used to create files systems automatically for repositories by completing the
following steps:

1. Log in to a ProtecTIER server.
2. At the command prompt, enter cd /opt/dtc/app/sbin and press Enter.

3. To open the list of file systems that are already a part of the repository, enter
./fsCreate -r and press Enter.

4. To open the list of available new multipath devices, enter ./fsCreate -u and
press Enter.

5. Create file systems on available multipath devices, register them to /etc/fstab, and
mount them. At the command prompt of Server A, enter ./fsCreate -n and
press Enter.

6. For verification, open the GFS file systems that are not part of the repository by
entering ./fsCreate -g and pressing Enter.

To create the file systems with ProtecTIER V3.2, complete the following steps:

1. Verify that the ProtecTIER node recognizes the volumes that are presented by the SAN
Volume Controller, Storwize V7000, or Storwize V7000 Unified server. The multipath -11
command shows the LUNs and the paths that are connected to the storage subsystem. If
the LUNs do not appear to be mapped to the storage, you must run a rescan on the FC
adapters or reboot the node.

Note: You can scan the FC adapters by running the following command:
echo "- - -" > /sys/class/scsi_host/<host??>/scan

In this command, <host??> should be replaced by each FC adapter port.

You can also filter to see only part of the data, as shown in Example 10-9. The first
command filters only the volumes of type 2145, which is the SAN Volume Controller or
Storwize V7000 type. The second command shows the details of one of the devices.

Example 10-9 multipath command output

[root@lbsdedupla ~]# multipath -11 | grep 2145

mpath9 (360050768028580f8c8000000000000el) dm-8 IBM,2145
mpath8 (360050768028580f8c8000000000000e0) dm-7 IBM,2145
mpathl4 (360050768028580f8c8000000000000e7) dm-27 IBM,2145
mpath7 (360050768028580f8c8000000000000df) dm-6 IBM,2145
mpath6 (360050768028580f8c8000000000000de) dm-5 IBM,2145
mpathl2 (360050768028580f8c8000000000000e4) dm-11 IBM,2145
mpathll (360050768028580f8c8000000000000e3) dm-10 IBM,2145
mpathl10 (36005076802858018c8000000000000e2) dm-9 IBM,2145

[root@lbsdedupla ~]# multipath -11 | grep -All mpath9
mpath9 (360050768028580f8c8000000000000e1) dm-4 1BM,2145
[size=1.2T] [features=1 queue_if_no_path] [hwhandler=0] [rw]
\_ round-robin 0 [prio=200] [active]

0:1:3 sdak 66:64 [active][ready]

2:3 sdal 66:80 [active][ready]

1:3 sdam 66:96 [active][ready]

1:3 sdbs 68:96 [active][ready]

_2:
_ 3
_1:
_ 4

- - =

0:
0:
0:
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\_ round-robin 0 [prio=40][enabled]

\_ 4:0:0:3 sdbk 67:224 [active] [ready]
\_ 1:0:0:3 sde 8:64 [active][ready]
\_ 3:0:1:3 sdk 8:160 [active][ready]
\_2:0:0:3 sdq 65:0 [active] [ready]

2. In the ProtecTIER Service Menu, select the options “1) ProtecTIER Configuration (...)"and
then “6) File Systems Management (...)” (Example 10-10).

Example 10-10 ProtecTIER configuration menu

[root@Ibsdedupla ™~]# su - ptconfig

1) ProtecTIER Configuration (...)
2) Manage ProtecTIER services (...)
| 3) Health Monitoring (...) |
| 4) Problem Alerting (...) |
5) Version Information (...)
6) Generate a service report
7) Generate a system view
8) Update ProtecTIER code

| ProtecTIER Service Menu running on lbsdedupla |
| ProtecTIER Configuration (...) |

1) Configure ProtecTIER node

2) Recover Configuration for a replaced server

3) Configure machine serial number for a replaced server
| 4) Configure RAS |
5) Update Time, Date, Timezone and Timeserver(s) |
6) File Systems Management (...)
7) Configure replication (...)

8) IP Network configuration (...)
9) Update Firmware

| 10) Update the System's name |
| 11) validate configuration |

B) Back
E) Exit

Your choice? 6
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3. The File Systems Management menu opens. You have options to display information
about the devices or file systems configuration. You have choices to configure the file
systems on all available devices or for a single device. Example 10-11 shows the creation
of a file system on a single unused device.

Example 10-11 File System Management menu

| ProtecTIER Service Menu running on 1bsdedupla
ProtecTIER Configuration (...)
File Systems Management (...)

1) Configure file systems on all available devices
2) Create file system(s) on a single unused device
| 3) Extend a file system with a new unused device |
| 4) Update /etc/fstab |
5) Display configured devices

6) Display unused devices

7) Display GFS repository file systems
8) Display unused GFS file systems

| 9) Increase capacity completion (applicable for a second cluster node) |

B) Back
E) Exit

Your choice? 2
Begin Processing Procedure
Display of the available devices

Device: Size: Status
1. mpathO 1024.00M Unused
2. mpathl0 1286144 .00M Unused
3. mpathl4d 568832.00M Unused
4. mpathll 1286144 .00M Unused
5. mpath6 1284864 .00M Unused
6. mpath7 1286144 .00M Unused
7. mpath8 1286144.00M Unused
8. mpath9 1286144.00M Unused

Please select device: 3

Please enter number of file systems[1-4]:1

Last file system - using the remaining free space

The file system to be created will have 568832.00 MiB size
Please confirm:? (yes|no) yes

Creating physical volume [ Done ]
Creating volume group [ Done ]
Creating Togical volume [ Done ]
Creating file system [ Done ]

End Processing Procedure Successfully

4. After you create the file system for all the devices that are needed, you can go to the
ProtecTIER Manager, add the node to it, and then select the Repository menu to create
the repository. For more information, see IBM System Storage TS7650 ProtecTIER
Deduplication Appliance Installation Roadmap Guide; GA32-0921.
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10.6.7 Expanding the repository

When you expand the repository, use the same spindle type and quantity of RAID groups for
metadata or user data. For example, if the original two metadata LUNs were built on RAID
4+4 groups, then the added metadata RAID groups must be at least 4+4 to maintain the
same level of performance. Using storage from 2+2 or 4+1 RAID groups, for example, for the
expansion might degrade performance because of an input/output operation per second
(IOPS) bottleneck.

Important: The total number of volumes for both the ProtecTIER repository for metadata
(MD) and user data (UD) should not exceed 170. Each volume size should not exceed
6 TB to comply with the 1 PB ProtecTIER repository size limit.

As of ProtecTIER V3.2, the 8 TB restriction is removed. When the individual disk size is
large (for example, 2 or 3 TB), use RAID 6 with 6+2 disk members.
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11

IBM XIV Storage System

This chapter addresses specific considerations for using the IBM XIV® Storage System as
storage for ProtecTIER servers.

This chapter describes the following topics:
» An overview of the XIV Storage System hardware

» Fibre Channel cabling and zoning configuration for maximum performance with an XIV
Storage System

» Configuring an XIV Storage System for a ProtecTIER server
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11.1 XIV Storage System hardware

Figure 11-1 shows an example of the IBM XIV Storage System hardware and
supported modules.

Modula 15 (Data)
Modula 14 (Data)
Modula 13 (Data)
Modula 12 (Data)
Modula 11 (Data)
Maodula 10 {Data)
Modula 8 (Interface)
Modula B (Interface)

Modula 7 (Interface)

Modula & (Interface)
Modula 5 (Interface)
Modula 4 (Interface)
Modula 3 (Data)
Modula 2 (Data)
Modula 1 (Data)

= a0r29

Figure 11-1 XIV Storage System hardware

XIV Storage System supports configurations of 6, 9, 10, 11, 12 13, 14, or 15 modules
(Table 11-1):

» Modules 1 -3 and 10 - 15 are disks only and are called data modules.
» Modules 4 - 9 have disks and host interfaces and are called interface modules.

Table 11-1 Configurations of modules

Number of 6 9 10 11 12 13-15
modules

Interface Module | Empty Disabled Disabled Enabled Enabled Enabled
9 state

Interface Module | Empty Enabled Enabled Enabled Enabled Enabled
8 state

Interface Module | Empty Enabled Enabled Enabled Enabled Enabled
7 state

Interface Module Disabled Disabled Disabled Disabled Enabled Enabled
6 state

Interface Module Enabled Enabled Enabled Enabled Enabled Enabled
5 state
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Number of 6 9 10 11 12 13-15
modules

Interface Module Enabled Enabled Enabled Enabled Enabled Enabled

4 state
FC ports 8 16 16 20 20 24
Net capacity 27TB 43 TB 50 TB 54 TB 61TB 66 TB

(decimal) - 1T B

Net capacity 55TB 87 TB 102 TB 111 TB 125 TB 134 TB
(decimal) -2 TB

11.2 Fibre Channel switch cabling

For maximum performance with an XIV Storage System, connect all available XIV Storage
System Interface Modules and use all of the back-end ProtecTier ports. For redundancy,
connect Fibre Channel cables from the ProtecTIER server to two Fibre Channel (FC)
switched fabrics.

If a single XIV Storage System is being connected, each Fibre Channel switched fabric must
have six available ports for Fibre Channel cable attachment to the XIV Storage System.
Generally, there are two connections that are used for each interface module in XIV Storage
System. Typically, XIV Storage System Interface Module port 1 is used for Fibre Channel
switch 1, and port 3 for switch 2 (Figure 11-2).

XV
TS7650G ProtecTIER Deduplication Gateway

Patch Panel

.......
EHHHHHEH
%% %0 % %% %% 0

S80S ZA000BRRIZ000ERRS

&"..‘...:Oi:l.:...:...‘. !
== SleEsSisT |

TS7650 Node - Rear View

Figure 11-2 Cable diagram for connecting a TS7650G to XIV Storage System
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When you use a partially configured XIV Storage System rack, see Figure 11-2 on page 191
to locate the available FC ports.

11.2.1 Zoning configuration

For each ProtecTIER disk attachment port, multiple XIV Storage System host ports are
configured into separate isolated zone pairing in a 1:1 manner:

» All XIV Storage System Interface Modules on port 1 are zoned to the ProtecTIER host bus
adapter (HBA) in slot 6, port 1 and HBA in slot 7, port 1.

» All XIV Storage System Interface Modules in port 3 are zoned to the ProtecTIER HBA in
slot 6, port 2 and HBA in slot 7, port 2.

Information: We suggest that you connect port 1 and port 3 of the XIV Storage System
Interface Modules, as they are predefined for host I/O. Other ports might be predefined for
XIV Storage System replication. Also, ports 1 and 3 are distributed across the XIV internal
dual-port adapters. So, using ports 1 and 3 minimizes administrative impact and ensures
protection against an adapter failure of XIV 1/0O modules.

Each Interface Module in the XIV Storage System has a connection with both ProtecTIER
HBAs. A typical ProtecTIER configuration uses 1:1 zoning (one initiator and one target in
each zone) to create zones. These zones connect a single ProtecTIER server with a

15 module XIV Storage System with all six Interface Modules (Example 11-1).

Example 11-1 Zoning example for an XIV Storage System attachment

Switch 1:

Zone 01: PT_S6P1, XIV_Module4Portl
Zone 02: PT_S6P1, XIV_Module6Portl
Zone 03: PT_S6P1, XIV_Module8Portl
Zone 04: PT_S7P1, XIV_Module5Portl
Zone 05: PT_S7P1, XIV_Module7Portl
Zone 06: PT_S7P1, XIV_Module9Portl

Switch 02:

Zone 01: PT_S6P2, XIV_Module4Port3
Zone 02: PT_S6P2, XIV_ModulebPort3
Zone 03: PT_S6P2, XIV_Module8Port3
Zone 04: PT_S7P2, XIV_Module5Port3
Zone 05: PT_S7P2, XIV_Module7Port3
Zone 06: PT_S7P2, XIV_Module9Port3

This example has the following characteristics:
» Each ProtecTIER back-end HBA port sees three XIV Storage System Interface Modules.

» Each XIV Storage System Interface Module is connected redundantly to two separate
ProtecTIER back-end HBA ports.

» There are 12 paths (4 x 3) to one volume from a single ProtecTIER server.
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11.2.2 Configuring the XIV Storage System for a ProtecTIER server

An IBM System Service Representative (SSR) uses the ProtecTIER Capacity Planning Tool
to size the ProtecTIER repository metadata and user data. Capacity planning varies because
it depends heavily on your type of data and expected deduplication ratio. The planning tool
output includes the detailed information about all volume sizes and capacities for your
specific ProtecTIER installation. If you do not have this information, contact your IBM SSR to
getit.

Tip: The Factoring Ratio number is directly related to the size of the metadata volumes,
and can be estimated with the IBM ProtecTIER Performance Calculator.

Take the maximum throughput and repository size values into account during the
calculations for both the initial installation and future growth.

You must configure the XIV Storage System before the ProtecTIER system is installed by an
SSR. To configure the system, complete the following steps:

1. Configure an XIV Storage System for the ProtecTIER system. Set the snapshot space to
zero because creating snapshots on XIV Storage System is not supported by a
ProtecTIER server.

2. Set up volumes in the XIV Storage System with the ProtecTIER Capacity Planning Tool
and the Create repository planning wizard output. Starting with ProtecTIER V3.2.0, you
can select XIV MD Device 8 +8 for the MD RAID Configuration from the ProtecTIER
Manager when you are using the Create repository planning wizard. The ProtecTIER
Capacity Planning Tool output gives you the metadata volume size and the size of the
32 user data volumes. Configure a Quorum volume with a minimum of 1 GB (17 GB for
XIV Storage System because that is the smallest volume size that can be created) as well,
in case the solution needs more ProtecTIER servers in the future.

Important: Use the XIV Volume Sizing Spreadsheet Tool to calculate the size of the
XIV volumes accurately to ensure that you get the expected volume sizes. This tool can
be found at the following website:

http://www.ibm.com/support/techdocs/atsmastr.nsf/WebIndex/TD105544

3. Map the volumes to the ProtecTIER server or ProtecTIER cluster.

Example of configuring an XIV Storage System

If you want to set up a ProtecTIER environment with a 79 TB XIV Storage System and a
deduplication factoring ratio of 12, use the following volumes sizes:

» 2x 1571 GB volumes for metadata: Make these volumes equal to each other, and nearest
to the XIV Storage System allocation size, in this case, 1583 (see Figure 11-4 on
page 195).

» 1 x 17 GB volume for Quorum (see Figure 11-5 on page 195). It must be 17 GB because
that is the XIV Storage System minimum size.

» 32 x <Remaining Pool Space available>, which is 75440. Dividing 75440 by 32 means that
user data LUNs on the XIV Storage System should be 2357 GB each (see Figure 11-6 on
page 196).
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Memory totals: When you have an XIV Storage System Gen 3 full rack, you can have up
to 243 TB of available space. With that configuration, and also if you have more than one
XIV Storage System connected to the ProtecTIER server, you might need more than

32 LUNS. For the best performance, do not exceed the LUN size of 6 TB. For example,
two full racks equal 486 TB. Dividing this number by 6 (as in the 6 TB recommended LUN
size), you need roughly 81 LUNSs. Create the necessary metadata LUNs of the
recommended size and the 6 TB LUNSs for user data.

Always upgrade the firmware of your XIV Storage System to the latest supported level. For
more information, see the System Storage Interoperation Center (SSIC) website at:

http://www-03.1ibm.com/systems/support/storage/ssic/interoperability.wss

For XIV Storage System series, capacity, and connectivity details, go to the
following website:

http://www-03.1ibm.com/systems/storage/disk/xiv/specifications.html

As illustrated in the following examples, the XIV Storage System V3.0 client GUI makes this
calculation easy for you. Enter the number of volumes to create, then drag the slider to the
right to fill the entire pool. The GUI automatically calculates the appropriate

equivalent amount.

Create a pool size for the capacity that you want to use for the ProtecTIER Deduplication
Gateway with the X1V Storage System GUI, as shown in Figure 11-3. Normally, this would be
100% of the available space on the XIV. Create one single pool only; there is no benefit to
having multiple pools.

Information: On older firmware levels of XIV, you might be required to have multiple pools
to allocate all the space that you want to use with ProtecTIER. Besides a slightly increased
administrative impact, there is no drawback to doing this action.

Add Pool

XIV PFE-GEN3-1310133

® @ Regular Pool O @ Thin Poal

- Pool Size: 79,002 GB —

System Allocated | , | Systemn
Pools 28% ! |_ Free: 23%

44,328 GB

Pool Size: 79002 GB
Snapshots Size: ] GB
Pool Name: * [ProtecTIER)

Figure 11-3 Creating a pool
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Tip: Use a regular pool and zero the snapshot reserve space. Snapshots and thin
provisioning are not supported when XIV Storage System is used with a
ProtecTIER server.

Figure 11-4 shows the creation of the metadata volumes.

Create Volumes

Select Pool | ProtecTER -

Total Size: 79,002 GB

Number of Volumes: |2
Volume Size: 1583 GB -

Volume Name: *fMetaData 1 || 2

Figure 11-4 Creating metadata volumes

Figure 11-5 shows the creation of the quorum volume.

i Create Volumes X |
Select Pool | ProtecTIER -
Total Size: 79,002 GB
7
-
Number of Volumes: |1
Volume Size: j1? GB -
Volume Name: * :Qunrum|
Volume size cannot be zero
Figure 11-5 Creating a quorum volume
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Figure 11-6 shows the creation of volumes for user data. The arrows show dragging the slider
to use all of the pool. This action automatically calculates the appropriate size for all volumes.

Create Volumes

Number of Volumes: |32
Volume Size: 2357 |eB
Volume Name: * :UserData [ 01

[ Create N Cancel |

Select Pool |ProtecTIER -
Total Size: 79,002 GB

- 4 Wolumes: 75 4490 GB & —Q

I

|

e P
|

- 4

.| 32

Figure 11-6 Creating user data volumes

If you have a ProtecTIER cluster (two ProtecTIER servers in a high availability solution),

complete the following steps:
1. Create a cluster group (Figure 11-7).

| Help | 5y (<] Fi. Add Host ﬂ. Add Cluster
Iy Groups) > 1150 > (QETIEIRFRE(ME - Hosts amhClusters
ame ype uster
| Standalone Hosts
g hannes_tp default
@ ITso-bladet default
@ ITso_Win2008 default
g ITSO_Win20038_iscsi default
@ RedHat6.de.ibm.com default
@ sLES11ITSO default
J sunts220.011 default
Add Host
Add Cluster ‘\

Figure 11-7 Creating a cluster group

2. Add a host that is defined for each node to that cluster group.
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3. Create a cluster definition for the highly available ProtecTIER cluster (Figure 11-8).

| Add Cluster

*

Name: ProtecTIER

Type :defaurt -

Figure 11-8 Adding a cluster definition

4. Right-click the cluster and select Add Host (Figure 11-9).

view | Tools | Help | Ny ) [k, Add Host i, Add Cluster
ns (View By My Groups) > ITSO > * Hosts and Clusters System Time: 04:13 pm
0® Name ype uster Access

Ei i Standalone Hosts

@ nannes_tp defautt
@ 1Ts0-bladet default
@ 1Tso_winz008 defautt
@ ITSO_Win2008 iscsi default
@  RedHaté.de.ibm.com default
g SLES11-ITSO default
J suntsz20.011 default

default |

m ProtecTIER Cluster

Add Cluster

Figure 11-9 Adding a host to the cluster

5. Enter the information for the new ProtecTIER host and click Add (Figure 11-10).

" Add Host
Name: * |Protec TIER_Node1]|
Cluster ProtecTIER Cluster -
Type default -
CHAP Name:

CHAP Secret:

— w
L

Figure 11-10 Adding a ProtecTIER host to a cluster
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6. Find the worldwide port names (WWPNSs) of the ProtecTIER servers. WWPNs can be
found in the name server of the Fibre Channel switch. If zoning is in place, they are
selectable from the menu. Alternatively, they can also be found in the BIOS of the HBA
cards and then entered manually in to the XIV Storage System GUI.

7. Add the WWPNSs to the ProtecTIER servers (Figure 11-11).

| Add Port X |
Host Name: ProtecTIER_Node1
Port Type: FC -
*

Port Name: 1 000016321 4B7EE [«

Figure 11-11 Adding the WWPN of ProtecTIER server 1 to the cluster

Figure 11-12 shows the WWPNSs that are added to the hosts.

ProtecTIER Cluster default.
@  ProtecTIER Nodet default ProtecTIER Cluster
2100001B321468ED FC
2100001B3214B7EE FC
3 ProtecTIER_Node2 default ProtecTIER Cluster
2100001B32145CEC FC
2100001B321494EE FC

Figure 11-12 ProtecTIER WWPNs added to host and cluster definitions

8. Map the volumes to the ProtecTIER cluster. In the XIV Storage System GUI, right-click the
cluster name or on the host if you have only one ProtecTIER server, and select Modify
LUN Mapping. Figure 11-13 shows you what the mapping view looks like.

Tip: If you have only one ProtecTIER server, map the volumes directly to the
ProtecTIER server.

e Name ————Siefon ] U S ez i i
UserData_01 2357.0 |* [] o
UserData_02 235T.0 1  Quorum 17 655
UserData_03 2351.0 2 MetaData_1 1583 656
UserData_04 2351.0 3 MetaData_? 1583 65T
UserData_05 2351.0 4 UserData_01 2357 658
UserData_06 2351.0 5 UserData_02 2357 659
UserData_07 2351.0 6 UserData_03 2357 660
UserData_08 2351.0 T UserData_04 2357 661
UserData_09 2351.0 8 UserData_05 2357 662
UserData_10 2351.0 9  UserData_06 2357 663
UserData_11 2351.0 10  UserData_0T 2357 664
UserData_12 235T.0 m 11  UserData_08 2357 665
UserData_13 2351.0 12  UserData_09 2357 666
UserData_14 2351.0 < Unmap 13 UserData_10 2357 66T
UserData_15 2351.0 14  UserData_11 2357 668
UserData_16 2351.0 15 UserData_12 2357 669

Figure 11-13 Mapping LUNs to the ProtecTIER cluster
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12

IBM System Storage DS8000

This chapter addresses specific considerations for using the IBM System Storage DS8000 as
a storage system for ProtecTIER servers.

This chapter describes the following topics:

» An overview of the DS8000 family and recommended RAID levels

» General considerations for planning tools, metadata, user data, firmware levels,
and replication

» When to use rotate extents (striping)

© Copyright IBM Corp. 2012, 2013. All rights reserved. 199



12.1 DS8000 series overview

The DS8000 family is a high performance, high capacity, and resilient series of disk storage
systems. It offers high availability, multiplatform support, and simplified management tools to
provide a cost-effective path to an on-demand configuration.

12.1.1 Disk drives

This section briefly describes the DS8000 family products and available drives for the
DS8000 products.

For more information, see the IBM system storage website:
http://www-03.1ibm.com/systems/storage/disk/ds8000/overview.html

IBM System Storage DS8870

The DS8870 supports an intermix of 146 and 300 GB (15 K RPM) Enterprise disk drives and
600 or 900 GB (10 K RPM) disk drives. The DS8870 also supports Full Disk Encryption (FDE)
disk drives. 3 TB (7200 K RPM) Near line (SATA) disk drives are also supported. The
DS8700 also supports 400 GB solid-state drives (SSDs). 73 GB and 146 GB SSDs are also
supported, but they were withdrawn from marketing as of the latest microcode release.

Solid-state drives

Solid-state drives (SSDs) are the best choice for I/O-intensive workloads. They provide up to
100 times the throughput and 10 times lower response time than 15 K RPM spinning disks.
They also use less power than traditional spinning disks.

SAS and Fibre Channel disk drives

Because model 8800 Enterprise SAS drives are supported, the 8700 model supports FC
drives high performance, reliability, availability, and serviceability. Enterprise drives rotate at
15 K or 10 K RPM. If an application requires high performance data throughput and
continuous, intensive 1/0O operations, enterprise drives are the best price performance option.

SATA

The 3 TB near-line drives are both the largest and slowest of the drives available for the
DS8870. Near-line drives are a cost-efficient storage option for lower intensity storage
workloads and are available since the DS8870. Because of the lower usage and the potential
for drive protection throttling, these drives are a not the optimal choice for high performance
or |/O-intensive applications.

12.1.2 Host adapters

200

Each DS8870 Fibre Channel adapter offers 8 Gbps Fibre Channel Adapters; the DS8800
offers up to four 4 Gbps or 8 Gbps Fibre Channel ports. Each 4 Gbps port independently
auto-negotiates to either 1, 2, or 4 Gbps link speed. Each 8 Gbps port independently
auto-negotiates to either 2, 4, or 8 Gbps link speed. Each of the four ports on a DS8800
adapter can also independently be either Fibre Channel protocol (FCP) or IBM FICON®.

Each DS8870 Fibre Channel adapter offers four or eight 8 Gbps Fibre Channel ports. Each
8 Gbps port independently auto-negotiates to either 2, 4, or 8 Gbps link speed. Each of the
ports on a DS8870 host adapter can also independently be either Fibre Channel protocol
(FCP) or FICON.
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12.1.3 RAID levels

The DS8000 series offers RAID 5, RAID 6, and RAID 10 levels. There are some limitations:

» RAID 10 for SSD is not standard and is only supported through a special RPQ.
» SSD disks cannot be configured in RAID 6.
» Nearline disks cannot be configured in RAID 5 and RAID 10.

RAID 5

Normally, RAID 5 is used because it provides good performance for random and sequential
workloads and it does not need much more storage for redundancy (one parity drive). The
DS8000 series can detect sequential workload. When a complete stripe is in cache for
destaging, the DS8000 series switches to a RAID 3 like algorithm. Because a complete stripe
must be destaged, the old data and parity do not need to be read. Instead, the new parity is
calculated across the stripe, and the data and parity are destaged to disk. This action
provides good sequential performance. A random write causes a cache hit, but the 1/0O is not
complete until a copy of the write data is put in non-volatile storage (NVS). When data is
destaged to disk, a write in RAID 5 causes four disk operations, the so-called write penalty:

» Old data and the old parity information must be read.
» New parity is calculated in the device adapter.
» Data and parity are written to disk.

Most of this activity is hidden to the server or host because the I/0 is complete when data
enters the cache and NVS.

RAID 6

RAID 6 is an option that increases data fault tolerance. It allows additional failure, compared
to RAID 5, by using a second independent distributed parity scheme (dual parity). RAID 6
provides a read performance that is similar to RAID 5, but has more write penalty than RAID
5 because it must write a second parity stripe. RAID 6 should be considered in situations
where you would consider RAID 5, but there is a demand for increased reliability. RAID 6 is
designed for protection during longer rebuild times on larger capacity drives to cope with the
risk of having a second drive failure within a rank while the failed drive is being rebuilt. It has
the following characteristics:

» Sequential read of about 99% x RAID 5 rate.

Sequential write of about 65% x RAID 5 rate.

Random 4 K 70% R/30% W IOPS of about 55% x RAID 5 rate.
The performance is degraded with two failing disks.

vvyy

RAID 10

A workload that is dominated by random writes benefits from RAID 10. Here, data is striped
across several disks and concurrently mirrored to another set of disks. A write causes only
two disk operations compared to the four operations of RAID 5. However, you need nearly
twice as many disk drives for the same capacity compared to RAID 5. Thus, for twice the
number of drives (and probably cost), you can do four times more random writes, so it is
worth considering using RAID 10 for high performance random write workloads.
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12.2 General considerations

The following section describes general considerations for the ProtecTIER Capacity Planning
Tool and some guidelines for the usage and setup of metadata and user data in
your DS8000.

12.2.1 Planning tools

An IBM Field Technical Sales Support expert uses the ProtecTIER Capacity Planning Tool to
size the ProtecTIER repository metadata and user data. Capacity planning is always different
because it depends heavily on your type of data and the expected deduplication ratio. The
planning tool output includes detailed information about all volume sizes and capacities for
your specific ProtecTIER installation. If you do not have this information, contact your IBM
sales representative to get it.

Tip: The Factoring Ratio number is directly related to the size of the metadata volumes,
and can be estimated with the IBM ProtecTIER Performance Calculator.

Be sure to take the Max Throughput and Repository Size values into account during the
calculations for both the initial install and future growth.

12.2.2 Metadata

Consider the following items about metadata:

» Use the ProtecTIER Capacity Planning Tool and the Create repository planning wizard
output to determine the metadata requirements for your environment.

» You must use RAID 10 for metadata. Use high-performance and high-reliability enterprise
class disks for metadata RAID 10 arrays.

» When possible, do not use SATA disks, as RAID 10 is not supported by SATA disks and
because ProtecTIER metadata has a heavily random read I/O characteristic. If you require
a large physical repository and have only SATA drives available in the storage subsystem,
you must use the rotateextents feature for all LUNs to ensure the equal distribution of
ProtecTIER workload across all available resources. For more information about the
usage of the rotateextents feature, see 12.3, “Rotate extents: Striping” on page 203.

12.2.3 User data
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Consider the following items about user data:

» ProtecTIER is a random-read application. 80 - 90% of I/O in a typical ProtecTIER
environment is random read. Implement suitable performance optimizations and tuning as
recommended for this 1/O profile.

» For SATA drives or large capacity disk drives, use RAID 6 with 6 + 2 disk members for
increased availability and faster recovery from disk failure.

» Do not intermix arrays with different disk types within the metadata and the user data
because smaller disk types hold back the performance of larger disk types and degrade
the overall system throughput.

» For smaller capacity FC or SAS drives, use RAID 5 with at least five disk members
per group.

» Create an even number of LUNs in each pool.
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» Use LUNS that are 2 - 6 TB in size to reduce the number of file systems and produce
optimal performance.

Important: With ProtecTIER and DS8000, create LUNs that are all the same size to
avoid performance degradation.

Starting with ProtecTIER V3.2, the management of LUNs greater than 8 TB is
improved. When ProtecTIER uses LUNs greater than 8 TB, it splits them in to logical
volumes of smaller size, which means that you can work with LUNs greater than 8 TB.
There is no benefit in performance in doing this action.

You should always use RAID 6 for SATA or NL-SAS drives for the user data LUNSs.
With SAS drives, only RAID 6 is supported.

» Do not use thin provisioning.

12.2.4 Firmware levels

Ensure that you are using supported firmware levels. When possible, use the latest supported
level. For compatibility information, see the following website:

http://www.ibm.com/systems/support/storage/config/ssic/displayesssearchwithoutjs.w
ss?start_over=yes

12.2.5 Replication

Do not use disk-based replication because disk-based replication features are not supported
by the ProtecTIER product. Instead of using the replication feature of the DS8000, use the
ProtecTIER native replication, which is available with Version 2.5 and higher. For more
information about replication, see Part 5, “Replication and disaster recovery” on page 369.

12.3 Rotate extents: Striping

The following section describes the rotateexts feature and when to use or not use it in your
ProtecTIER environment. The rotate extents rotateexts feature is also referred to as Storage
Pool Striping (SPS.) In addition to the rotate volumes extent allocation method, which
remains the default, the rotate extents algorithm is an additional option of the mkfbvo1l
command. The rotate extents algorithm evenly distributes the extents of a single volume
across all the ranks within a multirank extent pool. This algorithm provides the maximum
granularity that is available on the DS8000 (that is, on the extent level that is equal to 1 GB for
FB volumes), spreading each single volume across multiple ranks, and evenly balancing the
workload within an extent pool.

Depending on the type and size of disks you use within your DS8000 server and your
planned array size to create your ProtecTIER repository, you can consider using rotateexts.
Because the ProtecTIER product already does a good job at equally distributing the load to
the back-end disks, there are some potential scenarios where you should not

use rotateexts.
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Attention: For ProtecTIER performance, the most critical item is the number of spinning
disks in the back end. The spindle count has a direct impact on the ProtecTIER
performance. Sharing disk arrays between ProtecTIER and some other workload is not
recommended. This situation directly impacts your ability to reach your

wanted performance.

Because you do not share disks between ProtecTIER and other workloads, assigning the
full array capacity to the ProtecTIER server is recommended.

ProtecTIER prefers a high number of LUNs as back-end storage. For considerations about
the potential number of arrays in the back end, see 2.5.2, “The number 32: The
ProtecTIER product is not physical tape” on page 28. The recommended LUN size should
not exceed 6 TB.

With these considerations, you can easily decide when to use rotateexts and when not to
use it. Within the DS8000, the following array types should be used with ProtecTIER, taking
the host spare (S) requirements into account:

» 4+4 RAID 10
» 7+1 RAID 5 0r6+1+S RAID 5
» 6+2 RAID 6 or 5+2+S RAID 6

Tip: The DS8000 server creates four spares per device adapter (DA) pair. If you have a
spare requirement when you create your RAID 10 arrays, you must create 3+3+2S RAID
10 arrays. You should redesign your layout to allow all metadata arrays to be 4+4 RAID 10
arrays only. Do not create 3+3+2S RAID 10 arrays for DS8000 repositories.

If you use 3 TB SATA disk to create your arrays, you could have the following
array dimensions:

» Creating a 6+2 RAID 6 with a 3 TB disk results in a potential LUN size of 18 TB.
» Creating a 5+1+H RAID 5 with a 3 TB disk results in a potential LUN size of 15 TB.

These LUN sizes exceed the recommended LUN size for ProtecTIER of 6 TB. In this case,
you should use rotateexts to equally distribute the ProtecTIER load to the DS8000 equally
across all available resources. The rotate extend feature helps you create smaller LUNs
when ProtecTIER code older than Version 3.2 is installed. Starting with ProtecTIER V3.2, itis
possible to create multiple partitions on a LUN in order to cope with the 6 TB file system size
limitation in the ProtecTIER system.

Important: ProtecTIER metadata that is on the RAID 10 arrays has a heavily random write
I/O characteristic. ProtecTIER user data that is on RAID 5 or RAID 6 arrays has a heavily
random read I/O characteristic. You should use high-performance and high-reliability
enterprise-class disk for your metadata RAID 10 arrays.

12.3.1 When not to use rotate extents
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Rotate extents (rotateexts) is a useful DS8000 feature that can be used to achieve great
flexibility and performance with minimal effort. ProtecTIER comes with special requirements
where using the rotateexts feature does not always make sense.

Because the ProtecTIER product works below the 6 TB LUN size limit and uses repositories
that are based on high-performance disks, rotateexts does not necessarily provide any
performance gains.
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The ProtecTIER product does a great job of equally distributing its load to its back-end disks
and directly benefits all available resources, even without rotateexts. The typical ProtecTIER
write pattern does not create hot spots on the back-end disk, so rotateexts does not

contribute to better 1/0 performance.

If the repository needs to be grown, the addition of more disks to already existing extent
pools, or the addition of another extent pool with all new disks, creates storage that has
different performance capabilities than the already existing ones. Adding dedicated arrays
with their specific performance characteristics allows the ProtecTIER server to equally
distribute all data across all LUNs. So, all back-end LUNs have the same performance
characteristics and therefore behave as expected.

Consider the following example. You want to use 300 GB 15 K RPM FC drives for metadata
and user data within your DS8000. To reach the wanted performance, you need four 4+4
RAID 10 arrays for metadata. Because you use Fibre Channel drives, go with RAID 5 arrays
and configure all user data file systems with 6+1+H RAID 5 or 7+1 RAID 5. With this
approach, you do not create RAID 10 arrays with ranks that have a hot spare requirement.

As shown in Figure 12-1, the following example needs some work to be aligned with
best practices.

AlG
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AZ1
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AZ3
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AS1
AS2
AS3
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Figure 12-1 DS8000 layout example with bad RAID 10 arrays
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Figure 12-2 shows the dsc1i output of the 1sextpool command and the names that are
assigned to extent pools.

dscli> 1sextpoolf

Name ID stgtype rankgrp status availstor (2730B) %allocated available reserved
numvolsf

TS_RAID10_0 P18 fb 0 below 1054 0 1054 1054 0
TS_RAID10_1 P19 fb 1 below 1054 0 1054 1054 0
TS_RAID5_0 P22 fb 0 below 14494 0 14494 0 0
TS_RAID5_1 P23 fb 1 below 15024 0 15024 0 0

Figure 12-2 Isextpool output

Take a closer look at the extpools p18, p19, and p22 in Figure 12-3, and extent pool p23 in
Figure 12-4 on page 207.

dscli> 1srank -extpool pl8f

ID Group State datastate Array RAIDtype extpoolID stgtypef

1
R20 0 Normal Normal A20 10 P18 b

R60 0 Normal Normal A60 10 P18 b
dscli> 1srank -extpool pl91

ID Group State datastate Array RAIDtype extpoolID stgtypef

1
R21 1 Normal Normal A21 10 P19 b

R61 1 Normal Normal A6l 10 P19 b
dscli> 1srank -extpool p22{

ID Group State datastate Array RAIDtype extpoolID stgtypef

1
R16 0 Normal Normal Alé 5 P22 fbi
R18 0 Normal Normal Al8 5 P22 fbi
R22 0 Normal Normal Az22 5 P22 fbi
R50 0 Normal Normal A50 5 P22 fbi
R52 0 Normal Normal A52 5 P22 fbi
R54 0 Normal Normal A54 5 P22 fbi
R56 0 Normal Normal A56 5 P22 fbi
R58 0 Normal Normal A58 5 P22 fbi
R62 0 Normal Normal A62 5 P22 fbi

Figure 12-3 Extent pool attributes for p18, p19, and p22
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ID

R17

R19

R23

R51

R53

R55

R57

R59

R63

1i> Isrank -extpool p23

Group State datastate Array RAIDtype extpoollD stgtype
1 Normal Normal Al7 5 P23 fb
1 Normal Normal Al9 5 P23 fb
1 Normal Normal A23 5 P23 fb
1 Normal Normal A51 5 P23 fb
1 Normal Normal A53 5 P23 fb
1 Normal Normal A55 5 P23 fb
1 Normal Normal A57 5 P23 fb
1 Normal Normal A59 5 P23 fb
1 Normal Normal A63 5 P23 fb

Figure 12-4 Extent pool tabulates for p23

Align the respective ranks to dedicated DS8000 cluster nodes by grouping odd and even
numbers of resources together in extent pools.

To ensure that you do not use rotateexts but keep specific repository LUNSs to stick to
dedicated 4+4 arrays, use the chrank command to reserve ranks and make them unavailable
during fixed block volume creation by completing the following steps:

1.

Reserve the rank 61 within extent pool p19 to make it unavailable during volume creation
(Example 12-1).

Example 12-1 Reserve rank r61 with extent pool p19

dscli> chrank -reserve r6l
CMUC00008I chrank: Rank R61 successfully modified.

Verify the successful execution of the command by running the 1srank command
(Example 12-2).

Example 12-2 Isrank command

dscli> 1srank -1
ID Group State datastate Array RAIDtype extpoolID extpoolnam stgtype exts usedexts

R21 1 Normal  Normal A21 10 P19 TS_RAID10_1 fb 1054 0
R61 1 Reserved Normal A6l 10 P19 TS_RAID10_1 fb 1054 0

After verification, you can now create your first of two metadata LUNs within this extent
pool (Example 12-3).

Example 12-3 Create the first of two metadata LUNs

dscli> mkfbvol -extpool P19 -cap 1054 -name ProtMETA_#d -volgrp V2 1900
CMUC00025I mkfbvol: FB volume 1900 successfully created.
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4. After volume creation, verify that the allocated 1054 extents for the newly created fixed

block volume 1900 are all placed into rank R21 (Example 12-4).

Example 12-4 Verify allocated extents for new volume in rank r21

dscli> Tsrank -1
ID Group State datastate Array RAIDtype extpoolID extpoolnam stgtype exts usedexts

R21 1 Normal  Normal A21 10 P19 TS_RAID10_1 fb 1054 1054
R61 1 Reserved Normal A6l 10 P19 TS_RAID10_1 fb 1054 0

. Now, you can release the second rank within your extent pool to allow volume creation on

it (Example 12-5).

Example 12-5 Release rank r61

dscli> chrank -release r6l
CMUC00008I chrank: Rank R61 successfully modified.

. Create the fixed block volume that is used as the metadata LUN (Example 12-6).

Example 12-6 Create metadata LUN

dscli> mkfbvol -extpool P19 -cap 1054 -name ProtMETA #d -volgrp V2 1901
CMUC000251 mkfbvol: FB volume 1901 successfully created.

7. After volume creation, verify that the newly allocated extents are all placed in the second

rank R61 (Example 12-7).

Example 12-7 Verify that new extents are placed in the second rank r61

dscli> Tsrank -1
ID Group State datastate Array RAIDtype extpoolID extpoolnam stgtype exts usedexts

R21 1 Normal Normal A21 10 P19 TS_RAID10_1 fb 1054 1054
R61 1 Normal Normal A6l 10 P19 TS_RAID1O_1 fb 1054 1054
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Part 3

Backup management,
VTL, OST, and FSI best
practices

This part describes ProtecTIER backup management concepts and best practices for specific
backup applications in ProtecTIER Virtual Tape Library (VTL), OpenStorage (OST), and the
File System Interface (FSI) for CIFS (Windows) and NFS (UNIX) environments.

This part describes the following concepts and topics:

>

>

>

>

Backup management introduction

IBM Tivoli Storage Manager

Symantec NetBackup and BackupExec

EMC NetWorker

HP Data Protector

CommVault

IBM i and Backup, Recovery, and Media Services
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13

Backup management
introduction

This chapter describes the recommended settings that are common to all backup servers,
and include information about interoperability, software compatibility, zoning, and more. The
subsequent chapters provide information about IBM Tivoli Storage Manager, Symantec
NetBackup, and CommVault, and provide an overview and procedural information about
VMware and other backup applications. The following chapters in this part focus on best
practices for specific backup applications in ProtecTIER Virtual Tape Library (VTL),
OpenStorage (OST), and the File System Interface (FSI) for CIFS and NFS environments.

This chapter describes the following topics:

» General recommendations and advice for your backups

» Terminology and vocabulary cross-reference for different backup applications
» Guidelines for your backup application catalog, and remote cloning
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13.1 Introduction

Many backup servers have features and settings that are used to optimize performance when
writing data to real tape cartridges. In the case of a Virtual Tape Library (VTL) environment,
the ProtecTIER repository presents a VTL with virtual drives and cartridges to the backup
server, and some settings that are optimized for real tape are not required. This might have a
detrimental effect on the ProtecTIER deduplication factor and performance. Check the current
settings of your backup server and apply those settings that can be implemented.

13.2 General recommendations

This section provides an overview of general recommendations regarding interoperability,
software, backup applications, tape, and SAN zoning recommendations that are common to
all backup servers. This section also describes compression, encryption, multiplexing, tape
block sizes, and types of data that are targeted for backup.

13.2.1 Interoperability

Check the IBM Interoperability Matrix to ensure that the version of your backup server and
operating system are supported for the ProtecTIER product. Also, ensure that your server
HBA is compatible with the ProtecTIER product. You can view the matrix at the

following website:

http://www-03.1ibm.com/systems/support/storage/ssic/interoperability.wss

13.2.2 Software compatibility

Ensure that your backup server version platform and operating system version are listed in
the supported hardware and software list for the ProtecTIER product. You can view the list at
the following website:

http://public.dhe.ibm.com/common/ssi/ecm/en/iv112348usen/IVL12348USEN.PDF

13.2.3 Software, backup application, and operating system

Ensure that the backup application software is updated to the latest version. This action can
impact the overall factoring performance. Also, ensure that the operating system of the
backup server is updated to the most recent patch or maintenance level. This action can
impact overall HyperFactor performance. For more information, see the following website:

http://www-03.1ibm.com/systems/storage/tape/Tibrary.html#compatibility

13.2.4 Tape library zoning

The backup server must have a dedicated host bus adapter (HBA) port or ports for the
ProtecTIER VTL. This port or ports can be shared with a physical tape library. However, the
physical tape library must not be in the same storage area network (SAN) zone as the VTL.
When it is not possible to dedicate HBA ports for VTL and physical tape library, have different
zones to separate the traffic.
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Port sharing: Although sharing a Fibre Channel (FC) port between physical and virtual
tape is possible when they are in different SAN zones, you should never share a port with
disk attachments. Tape and disk devices require incompatible HBA port settings for
reliable operation and optimal performance characteristics. Under stress conditions (high
I/O rates for tape, disk, or both) where disk and tape subsystems share a common HBA
port, stability problems have been observed.

Other SAN zoning recommendations
The following list provides recommendations that are common to all backup servers:

» Use zones that are based on the worldwide port name (WWPN).

» Use two-member zones, that is, one initiator port and one target port per zone. If this
configuration is not possible, consider at least having one single initiator on each zone.

» Do not mix the front-end zoning (zoning between the ProtecTIER server and backup
application server) with the back-end zoning (zoning between the ProtecTIER server and
the ProtecTIER back-end storage). Including ProtecTIER back-end ports (QLogic HBAS)
and front-end ports (Emulex HBAs) in the same SAN zone causes problems.

» Do not include more than one single ProtecTIER front-end port in a SAN zone. A
ProtecTIER front-end port must not see other ProtecTIER front-end ports in order to
avoid problems.

» For each backup server, create a separate zone for each HBA that accesses ProtecTIER
virtual resources.

» Before you create worldwide name (WWN) zones on a SAN switch, you must obtain the
WWPN of each port for both your ProtecTIER server and your host computer.

» If you plan to use Control Path Failover (CPF), you can zone your host to all ProtecTIER
ports. You have more than one instance of the same robot that is recognized in the OS,
but it is ready when the CPF redirects the traffic to the other port without requiring
zoning changes.

» If you are not planning to use CPF, zone the host to some ports of the VTL, to balance the
backup traffic among the HBAs. Spread drives across the HBAs.

Table 13-1 shows an example of a zone from a system where one backup application server
has two HBAs. The workload distribution between the two HBAs is needed and there is no
intention to use CPF. Each Tivoli Storage Manager HBA discovers two front-end ports of the
VTL. The tape devices in the OS appear only once, and the load is distributed.

Table 13-1 Example of a zone where load distribution is wanted

Initiator Target

TSM_HBA_Port0 VTL_FrontEnd_port0
TSM_HBA_Port0 VTL_FrontEnd_port2
TSM_HBA_Port1 VTL_FrontEnd_port1
TSM_HBA_Port1 VTL_FrontEnd_port3
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13.2.5 Compression

Compression scrambles the data that is sent to the ProtecTIER server, which makes pattern
matching difficult. This data scrambling affects data matching rates, even if the same data is
sent each time. The ProtecTIER product compresses the data that it sends to the back-end
storage disks after the virtual tape drives receive and deduplicate the data. Disable any
compression features for the ProtecTIER that are defined on the backup server and clients.
Any type of server and client compression, deduplication, or encryption negatively affects the
deduplication ratio on the ProtecTIER system.

13.2.6 Encryption

Encryption makes each piece of data that is sent to the ProtecTIER server unique. Encryption
affects the data matching rates and the factoring performance. Even if the same data is sent
each time, it appears as different data to the deduplication engine. Disable any encryption
features in your backup server and client application.

13.2.7 Multiplexing

Do not use the multiplexing feature of any backup application with the ProtecTIER product.
Although the ProtecTIER product works with these features, the benefits (disk savings) of the
HyperFactor algorithm and compression is reduced. Disable any multiplexing features on the
backup server and clients.

13.2.8 Tape block sizes

To optimize the backup server performance, set the block size for data that is sent to the
(virtual) tape drives to 256 KB or greater.

13.2.9 Type of data that is backed up

Another factor that affects performance in a ProtecTIER environment is the fype of data that
is targeted for backup. Some data is well-suited for data deduplication and other data is not.
For example, small files (less than 32 KB in size) commonly found in operating systems do
not factor well, although the built-in compression might reduce their stored size. For more
information about data types, see Chapter 20, “Application considerations and data types” on
page 315.

Reevaluate your current backup workloads. Decide which backups are not good candidates
for ProtecTIER deduplication.

13.3 General advice for backups
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Generally, the preferred method of operation for using the ProtecTIER product is to imitate
the procedure that is used with physical cartridges. Implement the time frame mode of
operation so that, for every 24-hour cycle, there is a backup window and then a replication
window. The user must ensure that there is enough bandwidth (TCP/IP and SAN) and time
allotted so that there is no overlap and no replication backlog.
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Here is a typical operational flow:

1.

Perform regular daily backups to the ProtecTIER system during the defined
backup window.

After the daily backups are complete, perform a full catalog/DB backup to cartridge to the
ProtecTIER repository.

Set up the system so that replication starts and is finished before the next backup
cycle starts.

. The user must have a complete and easily recoverable set of their latest daily backups,

including the backup application catalog image.

If a disaster occurs, the user can revert to the last completed set of backups. So the
recovery point objective (RPO) is within the 24-hour window that is typical for the service
level agreement (SLA).

13.4 ProtecTIER integration with backup applications

There are three ways the ProtecTIER repository interfaces with backup applications:

»
»
»

VTL
OSsT
File System Interface (FSI-CIFS and FSI-NFS)

Table 13-2 provides a summary of the backup application support for each type of
ProtecTIER interface as of Version 3.3.

Table 13-2 ProtecTIER interfaces and backup applications

Backup application VTL OST FSI-CIFS FSI-NFS
IBM Tivoli Storage X X X
Manager

Symantec Veritas X X X
NetBackup (NetBackup)

EMC NetWorker X X X X
(Legato)

CommVault X X a

HP Data Protector X X X
Symantec BackupExec X X X

a. Supported as of Version 3.3.1
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13.5 Backup application vocabulary cross-reference

Each backup application has its own terminology. Table 13-3 describes and compares the
terms that are used by each backup application.

Table 13-3 Backup application vocabulary cross-reference

backed up, but has no metadata
information about the backed-up
data.

Term definition Tivoli Storage EMC NetWorker | NetBackup CommVault
Manager
The object that is saved in to the | Backup Save set Image Backup set
backup application, for example,
a file or a database table.
The physical box that connects to | Tivoli Storage Storage node Media server Media agent
the backup devices, such as a Manager Server
tape device. or Library
Manager
The location where the master Tivoli Storage NetWorker server | - CommServe
database of the backups is Manager Server
stored.
Repository where information is Tivoli Storage - Catalog Database
that enables access and Manager
decision-making for backups. database
A system that has data to be Client or node Client node - Client

A system that has data to be

LAN-free client

Storage node

LAN-free Media

send data to be backed up.

Manager Client

backed up, and has direct (remote) Agent
attached storage, typically tape

drives.

Application thatrunson aclientto | Tivoli Storage Save - Data agent

13.6 Backup application catalog

The backup application catalog/database (DB) is a list of the cartridges that are used for
backup and includes the following information:

vyvyyy

The date when the backup was performed

A list of files that are associated with the backup
Retention period
Other backup application-specific information

The backup application supports one catalog or DB per backup server instance. In many

cases, the primary and disaster recover (DR) sites have two separate backup servers, each
with its own DB or catalog. To efficiently read replicated cartridges at the DR site, the DR site
backup server must have access to either the catalog or DB of the primary backup server or

an exact copy of it.
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There are two basic backup environment topologies:
» Single domain backup environment

A single domain backup environment shares a catalog across the primary and DR sites.
Its entries are visible for both servers always. In a single domain environment, the backup
application is fully aware of the whereabouts and status of the cloned cartridges.

» Multiple domain backup environments

A multiple domain environment requires the user to recover the DR backup server by
using a copy of the catalog or DB that matches the replicated repository cartridges that are
set before restoring their replicated data from the ProtecTIER system at the DR site.

Single domain backup environment: A single domain backup environment works well
with Symantec NetBackup, but does not work with Tivoli Storage Manager.

13.7 Remote cloning of virtual tapes

Remote cloning is the process of using a secondary (DR) site to clone cartridges. You can
use ProtecTIER replication to offload tape cloning to your secondary site. Many users
replicate their data from the primary site to the secondary (DR) site, and then move it from the
disk-based repository on to physical tape cartridges for long-term retention.

One of the advantages of this practice at the secondary site is that it shifts the burden of
cloning to physical tape from the production environment to the DR site location. The DR site
cloning operation uses the cartridge replicas at the ProtecTIER VTL shelf of the destination.
The process imitates the commonly used physical process for the transportation of physical
cartridges from the primary site to a DR site.

This feature is effective in single domain backup deployments because in these environments
the backup application servers at both sites share the catalog and can be concurrently
connected to the ProtecTIER systems. The replication visibility switch control feature is used
in these environments. The cartridges to be cloned are moved from the primary repository to
the secondary repository and then cloned to physical tapes.
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14

IBM Tivoli Storage Manager

This chapter describes recommended settings for IBM Tivoli Storage Manager and includes
information about interoperability, software compatibility, zoning, and more.

The ProtecTIER product can be deployed as a Virtual Tape Library (VTL) or File System
Interface (FSI) to Tivoli Storage Manager. This chapter describes Tivoli Storage Manager
with VTL and with FSI.

Attention: For general VTL considerations for Tivoli Storage Manager servers, see the
following website:

http://www-01.ibm.com/support/docview.wss?uid=swg21425849

For best practices and configuration of Tivoli Storage Manager in your ProtecTIER FSI
environment, see 14.3, “Tivoli Storage Manager: FSI” on page 231.

This chapter describes the following topics:
» Preferred options to enable optimum performance in your ProtecTIER environment

» A technical overview of a typical Tivoli Storage Manager environment that is using the
ProtecTIER product

» Best practices when you configure Tivoli Storage Manager to work with the
ProtecTIER product
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14.1 Tivoli Storage Manager VTL

Combining the advanced capabilities and features of Tivoli Storage Manager with the
powerful performance-enhancing and cost reducing capabilities of the ProtecTIER product
provide IT organizations with a cost-effective way to improve the performance, reliability, and
scalability of data protection.

This chapter describes the settings for Tivoli Storage Manager and includes information
about interoperability, software compatibility, zoning, and more.

Attention: The Tivoli Storage Manager parser does not recognize the backed-up file as a
Tivoli Storage Manager stream when you use random access mode. Do not use random
access mode with Tivoli Storage Manager.

For more information about planning for the Tivoli Storage Manager parser, and estimating
the benefits of the Tivoli Storage Manager parser by using the ProcessCSV tool, see
Appendix A, “ProtecTIER parsers” on page 447.

14.2 Tivoli Storage Manager: Preferred options
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Check the following Tivoli Storage Manager server and client options. If necessary, change
the options to enable optimum performance of the ProtecTIER server.

» Use 256 KB I/O for the virtual tape drives, which provides the best factoring ratio. You
should configure this setting in the operating system.

» Disable client compression. Keep the default parameter as “COMPRESSION NO” in the Tivoli
Storage Manager Backup Client option file, or update the Tivoli Storage Manager client
node definition in the Tivoli Storage Manager server with the update node <node_name>
compression=no parameter.

» Set the server option MOVEBATCHSIZE to 1000 (the default value).
» Set the server option MOVESIZETHRESHOLD to 2048 (the default value).

» When you define the library in the ProtecTIER server, select the TS3500 as the library to
be emulated by ProtecTIER (For more information about setting up the virtual library, see
3.3.1, “Creating libraries” on page 39.)

» When you use Windows based Tivoli Storage Manager servers, use IBM Tape Driver, not
the Tivoli Storage Manager included drivers, for Windows. Native Windows drivers for the
emulated p3000 and DLT7000 drives do not function correctly in this context.

» With the ProtecTIER product, servers can share one virtual library, or you can create a
separate virtual library for each Tivoli Storage Manager server.

» Set the Tivoli Storage Manager device class to represent the Ultrium LTO3 tape without
compression by using the FORMAT=ULTRIUM3 parameter.

» Configure the estimated capacity size, in the Tivoli Storage Manager device class, to
represent the virtual tape size that is defined in the VTL, by using the
ESTCAPacity parameter.

» When you define the library in the Tivoli Storage Manager Server, if the Tivoli Storage
Manager Server version is Version 6.3 or higher, use the LIBType=VTL parameter.
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» Use RELABELSCRatch=yes in the Tivoli Storage Manager library definition to specify that the
server relabels volumes that are deleted and returned to scratch in order to free up the
space in the VTL repository. Without relabeling scratch tapes, the allocated space in the
ProtecTIER repository is not released.

Tivoli Storage Manager command syntax: To verify the command syntaxes and other
Tivoli Storage Manager related topics, see the IBM Tivoli Storage Manager Version 6.4
Information Center at the following website:

http://pic.dhe.ibm.com/infocenter/tsminfo/v6rad/index.jsp

14.2.1 LAN-free backups with the ProtecTIER product

LAN-free backups are simpler with the ProtecTIER product because there are increased tape
resources and fewer hardware restrictions. ProtecTIER configured as a VTL has the
advantage of presenting greatly increased tape resources to the backup server. So, you are
able to perform LAN-free backups to the ProtecTIER server without considering the
limitations that are normally applied to these backups, such as tape drive availability.

If you have many LAN-free clients, then it is possible that your LAN-free backup windows are
dictated not entirely by business needs but also by hardware availability. With the ProtecTIER
product and its maximum of 256 virtual tape drives per ProtecTIER node, you can virtually
eliminate any previous hardware restrictions, and schedule your backups as and when they
are required by your business needs. The TS7620 Appliance Express can support only up to
64 virtual drives per node.

LUN masking: Enable LUN masking with LAN-free clients. LUN masking reduces the
administration of path creation at the Tivoli Storage Manager server. For more information,
see 7.3.1, “LUN masking methods and best practices” on page 115.

14.2.2 Data streams

You might be able to reduce your current backup window by taking full advantage of the
throughput performance capabilities of the ProtecTIER product. If tape drive availability is
limited for concurrent backup operations on your IT storage management (Tivoli Storage
Manager) server, you can define a greater number of virtual drives. Reschedule backups to
run at the same time to maximize the number of allowable parallel tape operations on
ProtecTIER servers.
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Important: If you choose to implement this strategy, you might need to increase the value
of the MAXSESSIONS option on your Tivoli Storage Manager server to specify the maximum
number of simultaneous client sessions that can connect to the server. For more
information, see the Information Center topic at the following website:

http://pic.dhe.ibm.com/infocenter/tsminfo/v6r3/topic/com.ibm.itsm.srv.ref.doc/r
_opt_server maxsessions.html

You might also need to update the Maximum Number of Mount Points (MAXNUMMP) in the
Tivoli Storage Manager node registration to specify the maximum number of mount points
a node may use on the server or storage agent only for backup operations.

In the Tivoli Storage Manager client option file, you can set the Resource Utilization
(RESOURceutilization) parameter to specify the level of resources that the Tivoli Storage
Manager server and client can use during processing. For more information, see the
Information Center topic at the following website:

http://pic.dhe.ibm.com/infocenter/tsminfo/v6r3/topic/com.ibm.itsm.client.doc/r_
opt_resourceutilization.htm]

Also, check the ProtecTIER and Tivoli Storage Manager Performance Tuning white paper,
found at the following website:

http://www.ibm.com/support/techdocs/atsmastr.nsf/WebIndex/WP102008

14.2.3 Reclamation

Continue to reclaim virtual storage pools that are on the ProtecTIER server. The thresholds
for reclamation might need some adjustment until the system reaches a steady state. In a
steady state, the fluctuating size of the virtual cartridges stabilizes and you can decide what
the fixed reclamation limit ought to be.

When you decide how many virtual cartridges to define, consider the current storage pool
reusedelay value. This value is equal to the number of days that your Tivoli Storage Manager
database backups are retained. The same delay period applies to your storage pools that
store data on ProtecTIER virtual cartridges. You might need to increase the number of pools
to ensure that you always have scratch cartridges available for backup.

Note: There is a Fix Pack that must be applied to certain Tivoli Storage Manager versions
so that REUSEDELAY and RELABELSCRACTH work correctly; otherwise, you receive the
following error:

I1C78915: RELABELSCRATCH PARAMATER DOES NOT WORK ON VTL WITH REUSEDELAY
PARAMETER GREATER THAN 0

For more information, go to the following website:
http://www-304.1ibm.com/support/docview.wss?uid=swglIC78915

14.2.4 Collocation

When you use a virtual library, consider implementing collocation (storing your data in two
locations) for your primary storage pools. If you begin a restoration when another task (for
example, a backup or cartridge reclamation) is using the virtual cartridge, you might not be
able to access the data on it immediately.

222 IBM ProtecTIER Implementation and Best Practices Guide


http://pic.dhe.ibm.com/infocenter/tsminfo/v6r3/topic/com.ibm.itsm.srv.ref.doc/r_opt_server_maxsessions.html
http://pic.dhe.ibm.com/infocenter/tsminfo/v6r3/topic/com.ibm.itsm.client.doc/r_opt_resourceutilization.html
http://www.ibm.com/support/techdocs/atsmastr.nsf/WebIndex/WP102008
http://www-304.ibm.com/support/docview.wss?uid=swg1IC78915

Collocation means that all of your data for a node or node group is contained on the same set
of virtual cartridges. Because you do not have any of the limitations of physical cartridges that
are normally associated with this feature (such as media and slot consumption), you can
enable the option.

Collocating data with similar expiration characteristics

As much as possible, collocate data with similar expiration characteristics, and then let that
data expire. This collocation practice minimizes reclamation, and helps reduce the Tivoli
Storage Manager workload. It also reduces the risk of replicated cartridges being out of
synchronization because of the timing of the reclamation activity.

14.2.5 Physical tape

Depending on your data protection requirements, it might be necessary to copy the
deduplicated data to physical tape. You can do this task by using standard Tivoli Storage
Manager copy storage pools that have device classes that direct data to physical libraries
and drives.

Tip: Estimate the number of drives that can be used to move data to physical tapes and
consider a single stream performance.

14.2.6 Avoiding mount conflicts

To avoid a mount conflict, increase the number of drives (according to your needs) up to 512
per dual-node cluster (256 per node). Depending on your Tivoli Storage Manager version or
operating system, these maximum values might change.

Cartridge size: The recommended cartridge size is 100 GB to reduce the reclamation
load and to enable concurrent replication.

14.2.7 Multiple streams from the client with resourceutilization parameter

When possible, use multiple streams for the client backup. Try using four or more concurrent
streams when you need maximum performance. You can set up multiple streams by
modifying the dsm.opt (Windows) or dsm.sys (UNIX) file on the client and specify the
resourceutilization parameter.

For more information, see the following website:

http://pic.dhe.ibm.com/infocenter/tsminfo/v6r4/topic/com.ibm.itsm.client.doc/r_opt
_resourceutilization.html

The option RESOURCEUTILIZATION increases or decreases the ability of the Tivoli Storage
Manager client to create multiple sessions. For Backup or Archive, the value of
RESOURCEUTILIZATION does not directly specify the number of sessions that are created by the
client. However, this setting specifies the level of resources that the Tivoli Storage Manager
server and client can use during backup or archive processing. The higher the value, the
more sessions that the client can start if it deems necessary. The range for the parameter is
1-10.
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When the option is not set, which is the default, then only two sessions are created on the
server. The default RESOURCEUTILIZATION level is O and it allows up to two sessions running
on the server, one for querying the server and one for sending file data.
RESOURCEUTILIZATION=5 permits up to four sessions (two for queries and two for sending
data), and RESOURCEUTILIZATION=10 permits up to eight sessions (four for queries and four for
sending data) with the server. The relationship between RESOURCEUTILIZATION and the
maximum number of sessions that is created is part of an internalized algorithm and, as such,
is subject to change.

Table 14-1 lists the relationships between RESOURCEUTILIZATION values and the maximum
sessions that are created. Producer sessions scan the client system for eligible files. The
remaining sessions are consumer sessions and are used for data transfer. The threshold
value affects how quickly sessions are created.

Table 14-1 Relationship between the RESOURCEUTILIZATION value and maximum sessions created

RESOURCEUTILIZATION Maximum number | Unique number of producer sessions
value of sessions

1 1 0
2 2 1
3 3 1
4 3 1
5 4 2
6 4 2
7 5 2
8 6 2
9 7 3
10 8 4
Default (0) 2 1

14.2.8 Accommodating increased sessions

224

Ensure that the MAXSESSIONS setting on the Tivoli Storage Manager server can accommodate
the increased sessions. The default value for maxsessions is 25. Set this parameter in the
Tivoli Storage Manager server options file (Tivoli Storage Manager must be halted and then
restarted) or run the SETOPT command, as shown in Example 14-1.

Example 14-1 Set MAXSESSIONS parameter
tsm: SERVER1>setopt MaxSessions 100

Do you wish to proceed? (Yes (Y)/No (N)) y
ANR2119I The MAXSESSIONS option has been changed in the options file.

Also, update the NODE definition on the Tivoli Storage Manager server to allow more than
one mount point (MAXNUMMP).
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For more information, see the following website:

http://pic.dhe.ibm.com/infocenter/tsminfo/v6rd/topic/com.ibm.itsm.srv.ref.doc/r_cm
d_node_update.htm]

Migrating data: Do not expect an effective deduplication when you migrate your existing
data from physical tape to the ProtecTIER repository if the data was originally backed up
without best practices in place. Use the most current version of the ProtecTIER product so
that you implement the appropriate Tivoli Storage Manager parser, which maximizes your
overall deduplication factoring ratio.

For more information about how to use Tivoli Storage Manager for Virtual Environments with
the ProtecTIER product, see the following website:

http://www.ibm.com/support/docview.wss?uid=swg27021081

14.2.9 Tivoli Storage Manager storage pool selection

When you select storage pools to restore or to retrieve data, the server evaluates the number
of volumes that are required for the operation and selects the storage pool with the
fewest volumes.

Usually, a VTL that is set up with small logical volumes often has data that is spread out over
more volumes than the data in a physical tape library. As a result, the server selects the
physical tape storage pool, which has fewer volumes, rather than the faster VTL storage pool.

To force the server to ignore the number of volumes when you select a storage pool to
restore or to retrieve data, use the IGNORENUMVOLSCHECK Tivoli Storage Manager server option.

Storage pool selection: For more information about the storage pool selection, see the

following website:

http://www.ibm.com/support/docview.wss?uid=swg21417248
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14.2.10 Technical overview

Figure 14-1 illustrates a typical Tivoli Storage Manager environment that uses the ProtecTIER
product. The Tivoli Storage Manager environment is straightforward. The Tivoli Storage
Manager servers are connected to storage devices (disk, real tape, or virtual tape), which are
used to store data that is backed up from the clients. Every action and backup set that is
processed by Tivoli Storage Manager is recorded in the Tivoli Storage Manager database.
Without a copy of the Tivoli Storage Manager database, a Tivoli Storage Manager server
cannot restore any of the data from the storage devices.
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Figure 1. Typical TSM Enviroment with ProtecTIER
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Figure 14-1 Typical Tivoli Storage Manager Environment with ProtecTIER (pre-IP replication)

The ProtecTIER product provides a virtual tape interface to the Tivoli Storage Manager
servers and allows the creation of two storage pools:

» The ACTIVE Tivoli Storage Manager pool
» The ONSITE TAPE pool (called PT_TAPE_POOL)

Using the configuration that is shown in Figure 14-1, the user creates a storage pool to create
real physical tapes to take offsite (called OFFSITE_TAPE). The user sizes the
PT_TAPE_POOL (ProtecTIER system) to store all active client files plus about 30 days worth
of inactive client files on virtual tape. The user creates an ACTIVE POOL, which is also
hosted on the ProtecTIER system. The ACTIVE POOL pool contains the most recent (active)
files that are backed up from all client servers. Client restoration information comes from the
ACTIVE Pool.

14.2.11 Advantages of a Tivoli Storage Manager environment with ProtecTIER
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The configuration that is shown in Figure 14-1 eliminates the usage of physical tape in the
data center and allows faster restoration because the information is coming from the
ProtecTIER disk-based virtual tape versus real tape.
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Volume definition: When you predefine the volume at Tivoli Storage Manager for backup,

this volume is not parsed.

14.2.12 Tivoli Storage Manager version with VTL

This section describes the best practices when you configure Tivoli Storage Manager to work

with the ProtecTIER VTL product.

To enable a ProtecTIER server to work with Tivoli Storage Manager, complete the

following steps:

1. Ensure that devices (robot and tapes) are recognized by the OS. Example 14-2 shows
how the devices appear in an AlX server.

Output: For the sake of brevity, some of the output in the following examples

is shortened.

Example 14-2 Robot (smc0, smc1) and tapes (rmt0 - rmt63) in the AIX

1bsserv38> 1sdev -Cc tape

rmt0 Available 02-08-02 IBM
rmtl Available 02-08-02 IBM
rmt2 Available 02-08-02 IBM

rmt61 Available 03-08-02 IBM
rmt62 Available 03-08-02 IBM
rmt63 Available 03-08-02 IBM
smcO Available 02-08-02 IBM
smcl Available 03-08-02 IBM

3580
3580
3580

3580
3580
3580
3584
3584

Ultrium
Ultrium
Ultrium

UTtrium
UTtrium
UTtrium
Library
Library

Tape
Tape
Tape

Tape
Tape
Tape

Drive
Drive
Drive

Drive
Drive
Drive

(FCP)
(FCP)
(FCP)

(FCP)
(FCP)
(FCP)

Medium Changer (FCP)
Medium Changer (FCP)

2. In the administrative console (dsmadmc), you can define the library by using the VTL library
type and relabelscratch parameters (Example 14-3).

Example 14-3 Defining a library in the Tivoli Storage Manager server

TSM:SERVER1> define Tibrary ptlibrary Tibtype=vtl relabelscratch=yes shared=yes
ANR8400I Library PTLIBRARY defined.

Library tape VTL: The library type VTL was introduced in Tivoli Storage Manager V6.3
to improve communication between Tivoli Storage Manager and the ProtecTIER VTL.

If you have a previous version of Tivoli Storage Manager, you can use

libtype=scsi instead.
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3. If you are using Tivoli Storage Manager V6.3 or higher, you can create the path to the
library and its subordinate drives by running the perform 1ibaction command (for more
information, see 14.2.14, “Defining and deleting Tivoli Storage Manager libraries with
many drives” on page 230). Example 14-4 shows the perform 1ibaction command.

Example 14-4 The perform libaction command

tsm: SERVER1>perform libaction ptlibrary action=define device=/dev/smc0
prefix=vtldr

ANR17201 A path from SERVER1 to PTLIBRARY has been defined.

ANR8955I Drive DROO in Tibrary PTLIBRARY with serial number is updated with
the newly discovered serial number 4641632000.

ANR17201 A path from SERVER1 to PTLIBRARY DR0O has been defined.

Tip: To run the perform 1ibaction command, the SANDISCOVERY parameter needs to be
set to on. The SAN discovery function relies on the operating system device names,
such as IBMtape0 or IBMchangerO. If you configured customized device names, for
example, on Linux with udev, the SAN discovery function does not use those device
names. To enable SAN discovery, run the following command:

tsm: SERVER1> setopt SANDISCOVERY on
Do you wish to proceed? (Yes (Y)/No (N)) y
ANR2119I The SANDISCOVERY option has been changed in the options file.

The Tivoli Storage Manager server setting SANDISCOVERY must be disabled for Tivoli
Storage Manager CPF/DPF functionality. The ProtecTIER product exports multiple
tape drives with the same WWPN, and the SAN discovery feature does not work as
expected, so it must be turned off.

The SANDISCOVERY setting can be turned on temporarily so that Tivoli Storage Manager
can perform the Tibaction command. It can then be turned off when you use CPF/DPF
in Tivoli Storage Manager.

4. To display the SAN devices, run the query san command, as shown in Example 14-5.

Example 14-5 query san command output

TSM:SERVER1>query san

Devicetype Vendor Product Serial Number Device

LIBRARY IBM 03584L32 0046416329990402 /dev/smc0
DRIVE IBM ULT3580-TD3 4641632000 /dev/rmt0
DRIVE IBM ULT3580-TD3 4641632001 /dev/rmtl

5. If you are using a version of Tivoli Storage Manager earlier than Version 6.3, you must
manually define the path of the robot and all of its subordinate drives, as shown in
Example 14-6.

Drives definition: Define the names for the drive in Tivoli Storage Manager that
represent the VTL.

Example 14-6 Manually defining the virtual tapes drives

tsm: SERVERI>def path SERVER1 PTLIBRARY srct=SERVER destt=1library dev=/dev/smc0
ANR1720I A path from SERVER1 to PTLIBRARY has been defined.
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tsm: SERVER1>q path

Source Name Source Type Destination Destination On-Line
Name Type
SERVER1 SERVER PTLIBRARY LIBRARY Yes

tsm: SERVER1>def drive PTLIBRARY drivel
ANR8B404I Drive DRIVE1 defined in Tibrary PTLIBRARY.

tsm: SERVER1>def path SERVER1 DRIVE1l srct=SERVER destt=drive Tibrary=PTLIBRARY
device=/dev/rmt0
ANR1720I A path from SERVER1 to PTLIBRARY DRIVE1 has been defined.

Important: The HBA wrapper files that are shipped with the Tivoli Storage Manager
server package (except on AlX) provide communication with the virtual library. If
AIX:/usr/1ib/1ibhbaapi.a (provided by AIX with the HBAAPI installation) is not
correctly configured, the following error might occur:

ANR1803W SAN discovery module /opt/tivoli/tsm/server/bin/dsmgsan is not
installed correctly.

ANR1791W HBAAPI wrapper library T1ibHBAAPI.a(shr 64.0) failed to Toad or is
missing.

ANR1792W HBAAPI vendor Tlibrary failed to load or is missing.

ANR8396E PERFORM LIBACTION: Library PTLIBRARY is not capable of discovering
the drives that it owns.

To resolve this error, ensure that the SAN discovery module can run, has the setuid bit
turned on, and is owned by root. The SAN discovery module is called dsmqgsan, and
must be in the server or storage agent executable directory, as shown here:

chown root:system /opt/tivoli/tsm/server/bin/dsmgsan
chmod 4755 /opt/tivoli/tsm/server/bin/dsmgsan

6. Label the virtual tapes. Example 14-7 shows the 1abel 1ibvol command that is required
for label creation.

Example 14-7 The label libvol command

tsm: SERVER1>Tabel Tibvol PTLIBRARY checkin=scratch search=yes
labelsource=barcode
ANS8003I Process number 8 started.

Tip: If the AUTOLabel = yes parameter is defined in the Tivoli Storage Manager library
definition, you can run the checkin labelsource=barcode command.

7. Define the device class in the Tivoli Storage Manager Server for the
library (Example 14-8).

Example 14-8 Device class configuration

tsm: SERVER1>define devclass ptvtidevclass Tibrary=ptlibrary devtype=1to
estcapacity=100000M format=ultrium3
ANR22031 Device class PTCLASS defined.
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8. The remaining tasks vary for each client environment. You must create storage pools by
using the device class that is configured for the VTL. Then, you must update the
management classes and backup/archive copy groups. After these steps are complete,
you can explore the advantages of the ProtecTIER product.

14.2.13 Updating to a VTL library type

You can update an existing small computer system interface (SCSI) library to a VTL library
type by running the following command:

update library <libname> LIBTYPE=VTL

Updating the library to a VTL library type allows ProtecTIER to make more accurate
assumptions and skip unnecessary SCSI validations. Depending on the operating system,
you might run into limitations, such as 300 - 500 maximum drives.

Setting the 1ibtype=VTL also eliminates the restriction of defining only 120 tape drives when
you use Tivoli Storage Manager and the ProtecTIER product. This feature is only available
with Tivoli Storage Manager V6.3 or later. If you have a previous version of Tivoli Storage
Manager, you might want to review APAR IC66166 “Large number of tape drives can cause
volume mounts to perform slowly” at the following website:

http://www.ibm.com/support/docview.wss?uid=swg21425849

Updating the library: The UPDATE LIBRARY function does not allow mixed media, such as
drives with different device types or device generations within the same library (LTO2 and
LTOS3). Also, this function requires that online paths be defined for servers and storage
agents to all drives in the library. If paths are missing or offline, the performance levels
degrade to the level of the SCSI library.

14.2.14 Defining and deleting Tivoli Storage Manager libraries with many

drives
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Tivoli Storage Manager V6.3 introduces the PERFORM LIBACTION command, which
automatically defines the library/path/drive structure in a single command. This action is
helpful when you use the ProtecTIER product because it usually contains many drives. When
you run the PERFORM LIBACTION command, you complete the following steps:

1. Create a path to the library.

2. Scan for all drives that belong to the library and define all drives that are found in
the library.

3. Define paths to the drives found in the library, respecting the virtual tape drive numbering.

Use Tivoli Storage Manager to define and delete Tivoli Storage Manager libraries (VTL and
SCSil library types only) that contain many drives by running the following command:

PERFORM LIBACtion <library name> device=xxx action=define
Example 14-9 shows a partial output of this command.

Example 14-9 Partial output of a perform libaction command

tsm: SERVER1>perform libaction ptlibrary action=define
device=/dev/smcO prefix=vtldr

ANR1720I A path from SERVER1 to PTLIBRARY has been defined.
ANR2017I Administrator ADMIN issued command: PERFORM LIBACTION
PTLIBRARY action=define device=/dev/smcO prefix=dr
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ANR20171 Administrator ADMIN issued command: DEFINE DRIVE
PTLIBRARY DROO

ANR8B4041 Drive DROO defined in Tibrary PTLIBRARY.

ANR20171 Administrator ADMIN issued command: DEFINE PATH SERVER1
DROO

SRCTYPE=SERVER DESTTYPE=DRIVE LIBRARY=PTLIBRARY

ANR2017I Administrator ADMIN issued command: DEFINE PATH SERVER1
DROO

SRCTYPE=SERVER DESTTYPE=DRIVE LIBRARY=PTLIBRARY DEVICE=/dev/rmt32
ANR8955I Drive DROO in Tibrary PTLIBRARY with serial number is
updated with

the newly discovered serial number 4641632001.

Run the PERFORM LIBACTION command to set up a single SCSI or virtual tape library (VTL).

If you are setting up or modifying your hardware environment and must create or change
many drive definitions, the PERFORM LIBACTION command can make this task much simpler.
You can define a library and then define all drives and paths to the drives. If you have an
existing library that you want to delete, you can delete all existing drives and their paths.

The PERFORM LIBACTION command can be used only for SCSI and VTL libraries. If you are
defining drives and paths for a library, the SANDISCOVERY option must be supported
and enabled.

Note: For more information, see the Tivoli Storage Manager Information Center at the
following website:

http://publib.boulder.ibm.com/infocenter/tsminfo/v6rd/index.jsp?topic=%2Fcom.ib
m.itsm.srv.doc%2Ft vtl libaction_perform.htm]

14.3 Tivoli Storage Manager: FSI

The following section provides steps and best practices for configuring and setting up IBM
Tivoli Storage Manager for backup and restore. This section also provides Tivoli Storage
Manager parameters and settings for best performance with ProtecTIER FSI. This section
describes the configuration steps and parameters to configure Tivoli Storage Manager
sequential-access disk (FILE) device classes for usage with ProtecTIER FSI. The required
steps and best practices for Tivoli Storage Manager with ProtecTIER FSI-CIFS or Tivoli
Storage Manager on a UNIX system with a ProtecTIER FSI-NFS are identical unless
otherwise noted.

14.3.1 Setting up backup and restore on Tivoli Storage Manager

Before you set up the new Tivoli Storage Manager device classes for the FSI export, you
need to disable the server option directly. On a Linux system, you need to configure the value
for the DIRECTIO parameter, as shown in Example 14-10, in the file dsmserv.opt. Tivoli
Storage Manager does try to use direct I/O to files on NFS shares when it is using
dataformat=native (the default) on the storage pools.

Example 14-10 Disable direct 10 for storage pools on NFS exports

DIRECTIO NO
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To set up back and restore on Tivoli Storage Manager, start the Tivoli Storage Manager
server by running the following command on the UNIX host:

/opt/tivoli/tsm/server/bin/dsmserv

dsmserv starts the Tivoli Storage Manager server. After the server is running, the following
steps can be completed from the server in preparation for performing a Tivoli Storage
Manager backup:

1. With ProtecTIER FSI, create sequential /0 device classes when you store the Tivoli
Storage Manager volumes in an FSI share. A random file device class is not supported.
The definition of the device class is the only step that differs between a Windows and
UNIX Tivoli Storage Manager configuration, as it contains the operating system-specific
file system notations. Therefore, we show two dedicated examples for each operating
system type. To create the device class, run the command that is shown in Example 14-11
from the administrative command line of the Tivoli Storage
Manager server.

Example 14-11 Define the sequential device class for UNIX with FSI NFS

DEFine DEVclass PT1 fsi devclass DEVType=FILE MOUNTLimit=192 MAXCAPacity=8G
DIRectory=/mnt/puck_tsm2_nfsl,/mnt/puck_tsm2 nfs2

Alternatively if you configure a Tivoli Storage Manager server on Windows with a
ProtecTIER CIFS share, run the command that is shown in Example 14-12.

Example 14-12 Define a sequential device class for Windows with FSI CIFS

DEFine DEVclass PT1_fsi_devclass DEVType=FILE MOUNTLimit=192 MAXCAPacity=8G
DIRectory=\\FSI_IP_alias\sharel

Important: When you specify a file device class in Tivoli Storage Manager on
Windows, do not specify the IP address when you configure the directory parameter.
The full path of the Tivoli Storage Manager volumes is stored in the Tivoli Storage
Manager database, including the network path with the IP address. Whenever the IP
address of the FSI share changes or when you want to switch to a replicated file system
on a remote repository, this action is not possible. Therefore, specify a host alias of the
FSl interface IP in your domain server or create an entry in the operating system hosts
file and specify the alias instead of any IP address.

Note: The MAXCAPacity=8G recommendation is not relevant anymore when using
ProtecTIER PGA V3.3.3 or later. From this code level and higher there is no
recommendation to limit the backup file size and in fact the bigger the better

The parameter for the define devclass command is described with the default values.
The recommended values for ProtecTIER FSI, along with additional explanations, are
described in Table 14-2.
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Table 14-2 Define devclass command parameters, default values, and recommended values

Manager volumes. When you define
a file device class, the location is
either a CIFS or NFS share. If the
server needs to allocate a scratch
volume, it creates a file in one of
these directories. Furthermore, the
distribution of incoming data
streams is distributed across the
available directory definitions,
based on round robin. If one path is
unavailable, then Tivoli Storage
Manager selects the next available
path. If a path is unavailable for read
/ restore operations, the operation
might fail. Therefore, it is the
administrators responsibility to
implement failover mechanisms,
such as bonding.

two different file
shares, as shown
in Example 14-11.
Furthermore, the
administrator
needs to
implement fault
tolerance
mechanisms for
the network
shares, such as
bonding, to
prevent path
failures.

Parameter Description Recommended/ | Default value
maximum values
MOUNTLimit Number of parallel streams. For 16, with a The default value
VTL, this is the number of parallel maximum of 192 is 20.
mounted virtual cartridges. For FSI, | parallel streams
this specifies the number of Tivoli for TS7650G and
Storage Manager volumes that can | a maximum of 64
be opened simultaneously for read | streams for
and write operations. TS7620 SM2
MAXCAPacity Specifies the maximum file size a 8 GB? The default value
Tivoli Storage Manager volume can is 2 GB.
reach. Based on test results, we
recommend a maximum volume
size of 8 GB for deviceType=file.2
DIRectory Location of the Tivoli Storage Specify at least The default is the

current working
directory of the
server when the
command is
issued.

a. The MAXCAPacity=8GB recommendation is no longer relevant when using ProtecTIER
PGA V3.3.3 or later. From this code level and higher there is no recommendation to limit
the backup file size, and in fact the bigger the better

2. To create your ProtecTIER storage pool, run the command that is shown in from the Tivoli
Storage Manager server.

Example 14-13 Defining a storage pool

DEFine STGpool PT1 stgpool PT1 fsi_devclass POoltype=PRimary
Description="stgpool on ProtecTIER NFS share" REC1aim=90 RECLAIMPRocess=16
MAXSCRatch=200 DEDUPTicate=no DataFormat=NATive

Important: When you use the define stgpool command, see Table 14-3 on page 234,
for the parameter value descriptions.
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Table 14-3 Define the stgpool command parameters, default values, and recommended values

Parameter

Description

Recommended
value

Default value

RECTaim

Specifies when the server
reclaims a volume. This action is
based on the percentage of
reclaimable space on a volume.
Reclamation makes the
fragmented space on the
volumes usable again by moving
any remaining unexpired files
from one volume to another
volume, thus making the original
volume available for reuse. This
parameter is optional.

90.

60.

RECLAIMPRocess

Specifies the number of parallel
processes to use for reclaiming
the volumes in this storage pool.
This parameter is optional.

TS7650: 3.
TS7620: 3.

MAXSCRatch

Specifies the maximum number
of scratch volumes that the
server can request for this
storage pool.

To identify the number of scratch
volumes, determine the
ProtecTIER file system size that
you configured by looking at the
size of a scratch volume and
reduce the number by 2 to avoid
exceeding the file system size:
MAXSCRatch= (PT FS size in
gigabytes/ 8 GB)? - 2.

For example:

File system size=10 TB
MAXCAPacity= 8 GB?
MAXSCRatch=(10%1024/8) - 2 =
1278

The number of
scratch volumesis
based on the file
system size that
you configured on
the ProtecTIER
system.

REUsedelay

Specifies the number of days
that must elapse after all files are
deleted from a volume before the
volume can be rewritten or
returned to the scratch pool.

The default value
is 0, which means
that a volume can
be rewritten or
returned to the
scratch pool when
all the files are
deleted from the
volume.

MIGPRocess

Specifies the number of parallel
processes to use for migrating
the files from the volumes in this
storage pool.

TS7650: 3.
TS7620: 3.

The default value
is 1.
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than Tivoli Storage Manager
V6.2, the DEDUPTication option
might not exist.

Parameter Description Recommended Default value
value
DATAFormat Specifies the data format to use | Native. Native.
to back up files to this storage Important: Do not
pool and restore files from this use the
storage pool. DATAFormat=nonb1
ock option, as it
might adversely
affect
performance and
the deduplication
ratio.
DEDUPTicate If you are using a version earlier | No. No.

a. The MAXCAPacity=8GB recommendation is not relevant anymore when using
ProtecTIER PGA V3.3.3 or later. From this code level and higher there is no
recommendation to limit the backup file size, and in fact the bigger the better.

. To create your policy domain, run the following command:
DEFine DOmain domainl BACKRETention=30 ARCHRETention=365

. To create a policy set, run the following command:

DEFine POlicyset domainl policysetl

. To create a management class, run the following command:

DEFine mgmtclass domainl policysetl mgmtclassl

. To create a copy group, run the following commands:

DEFine COpygroup domainl policysetl mgmtclassl STANDARD Type=Backup FREQuency=0
DESTination=PT1 VERExists=NOLimit VERDeleted=5 RETExtra=30 RETOnTy=60
DEFine COpygroup domainl policysetl mgmtclassl STANDARD Type=Archive
DESTination=PT1 RETVer=365 RETInit=CREATion

. To set the default management class in the policy, run the following command:

ASsign DEFMGmtclass domainl policysetl mgmtclassl

. To activate the policy, run the following command:

ACTivate POlicyset domainl policysetl

. To register a client, run the following command:

REGister Node <node name> <node password> PASSExp=0 DOmain=domainl
COMPression=no ARCHDELete=yes BACKDELete=yes Type=Client MAXNUMMP=80
DEDUP1ication=SERVERONnTy

DEDUPIicate option: If you are using a version earlier than Tivoli Storage Manager

Server V6.1 or Tivoli Storage Manager Client V6.2, the DEDUP1ication option does not

exist. Do not add it to the command. Server-side data deduplication was introduced
with Tivoli Storage Manager V6.1. Client side data deduplication was introduced with

Version 6.2.
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10.To set the client option file, open the directory where the Tivoli Storage Manager client is
installed and open the dsm.opt file. The file options should be set, as shown in
Example 14-14.

Example 14-14 Client option file settings

NODENAME <the node name given at the register node command>
TCPSERVERADDRESS <Tivoli Storage Manager server ip>
resourceutilization 10

compression no

deduplication no

Encryption: The encryption option should not be activated.

14.3.2 Performing backup and restore on Tivoli Storage Manager
You can perform backup and restore through the Tivoli Storage Manager client GUI or the

Tivoli Storage Manager client CLI. We use the Tivoli Storage Manager Client CLI in
our example.
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To perform the backup and restore, complete the following steps:

1. Change to the location where the Tivoli Storage Manager client is installed
(Example 14-15).

Example 14-15 Backup and restore using the CLI

Microsoft Windows [Version 6.17600]
Copyright <c> 2009 Micorsoft Corporation. All rights reserved.

C:\Users\Administrator>h:
H:\>cd “Program Files\Tivoli\TSM\baclient”

2. To initiate a backup, run the following command:
dsmc selective <path>\* -subdir=yes
For example:

dsmc selective "F:\bu\*" -subdir=yes

Subdirectories: If you do not want to back up the subdirectories, do not specify the
-subdir option.

After you enter this command, you see an output similar to Example 14-16.

Example 14-16 Tivoli Storage Manager CLI login

Tivoli Storage Manager

Command Line Backup-Archive Client Interface

Client Version 6, Rlease 3, Level 0.0

client date/time: 04/24/2012, 00:37:40

<c> Copyright by IBM Corporation and other(s) 1990, 2011, A1l Rights Reserved.

Node Name: LEEDS2
Please enter your user id <Leeds2>:

In the user ID field, ensure that this name node is your node name, and confirm the node
name by pressing Enter. The following prompt then appears:

Please enter password for user id “LEEDS2”:
Enter your password, and the backup starts.
3. To initiate a restore, run the following command:
dsmc restore <path>\* -subdir=yes
For example:
dsmc restore "F:\bu\*" -subdir=yes
Important: In our example, Tivoli Storage Manager restores the data to its original

location. It is possible to restore the data to a different location by running the following
command:

dsmc restore "F:\bul\*" "g:\restore\" -subdir=yes

Tivoli Storage Manager then restores the data to g:\restore\.
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14.3.3 Parameters for best performance with ProtecTIER FSI

Table 14-4 shows the Tivoli Storage Manager parameters and settings for best performance
with ProtecTIER FSI.

Table 14-4 Tivoli Storage Manager parameter settings for best performance with ProtecTIER FSI

Value Parameter Component

File DEVType Devclass

8 GB? MAXCAPacity Dev class

16 MOUNTLimit

Native DATAFormat

<File system size GB> / <8> -2 MAXSCRatch Tivoli Storage
90 RECTaim Stg pool Manager Server
Do not set this option. DEDUPlicate

0 REUsedelay

No COMPression REGister Node

16 MAXNUMMP

No compression

No deduplication Tivoli Storage
Do not set this option. encryptiontype Option file Manager Client
10 resource utilization

a. The MAXCAPacity=8 GB recommendation is no longer relevant when using ProtecTIER PGA V3.3.3 or
later. From this code level and higher there is no recommendation to limit the backup file size, and in fact the
bigger the better

Tips:

» You should not use the define volume command. Let the Tivoli Storage Manager
server handle the file creation itself by setting the MAXSCRatch parameter of
define stgpool.

» Running the define volume command might affect ProtecTIER performance.

» When you run the define stgpool command, you should use the DATAFormat=native
parameter. Do not use nonblock, as it might adversely affect the performance and the
deduplication ratio.

» When you work with the ProtecTIER product, you should use the devclass file, but not
the devclass disk.
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15

Symantec NetBackup and
BackupExec

This chapter describes the recommended settings and procedural information to integrate the
ProtecTIER product in to Symantec NetBackup (NetBackup) environments. The
recommended configurations and results can vary, so it is important that you review the
configuration with a NetBackup specialist to determine the best configuration for your
environment. This chapter also briefly describes Symantec BackupExec in an

FSI Environment.

The ProtecTIER product can be deployed as Virtual Tape Library (VTL), OpenStorage (OST),
or File System Interface (FSI) to NetBackup. This chapter describes NetBackup with VTL,
OST, and FSI.

This chapter describes the following topics:
» A NetBackup overview and description of its three main components

» Guidelines for integrating and configuring NetBackup for optimal performance in
ProtectTier deployments for your VTL and OST systems

» Guidelines for integrating and configuring NetBackup for optimal performance in
ProtecTIER deployments for your FSI systems

» Basic steps to set up and configure Symantec BackupExec for backups and restores in an
FSI environment
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15.1 NetBackup overview

Symantec NetBackup is an Open Systems Enterprise backup software solution. Its
architecture has the following three main building blocks:

Clients The systems with the data that require backing up.

Media servers The systems that are connected to the backup devices to provide
additional storage. Media servers can also increase performance
because they distribute the network load.

Master server The system that manages the backups, archives, and restores.
Typically, the catalog is also stored on the master server. The catalog
is the database that contains information about backup images and
configuration information.

In all configurations, at least one media server is required. The media server has access to
and manages the storage unit. The master and media servers can be installed on the same
hardware. Several media servers can be installed. Each media server controls and manages
its own data. NetBackup clients write the backup data to a media server over LAN/IP, but the
client and media server can be installed on the same hardware.

In general, a media server uses its own storage unit. A storage unit can be either a disk
staging device or a tape storage unit. If a tape storage unit is intended to be shared over
several media servers, then an additional license, Shared Storage Option (SSO), is required.

The ProtecTIER product can eliminate or reduce the usage of SSO because it can emulate
many virtual tape drives, so sharing might no longer be required.

For detailed product information about Symantec NetBackup, go to the following website:

http://www.symantec.com/netbackup

15.2 Recommendations for NetBackup

The ProtecTIER product can be deployed as a VTL, FSI, or OST type when it integrates with
NetBackup. Follow the recommendations that are detailed in this section to ensure optimal
deduplication and performance.

15.2.1 General recommendations
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The following configuration options in NetBackup must be checked and, if necessary,
changed to assist with the optimal performance of any ProtecTIER deployment:

» Ensure that you have adequate NetBackup licenses before you perform
the implementation.

» Check the ProtecTIER compatibility with NetBackup server hardware and software,
operating system, and SAN switches.

» Disable multiplexing, compression, and encryption.

» Select Allow Multiple Data Streams in policies to allow a backup job to run in
simultaneous streams. It is recommended that the number of streams be set to 16 or less.

» Ensure that your host properties Global Attributes are set appropriately for
your configuration.
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» Do not mix disks and tapes on a single SCSI bus.

» For each backup server, create a separate zone for each HBA that can access
ProtecTIER virtual resources. Use zones that are based on a worldwide port
name (WWPN).

» The value of the NUMBER DATA BUFFER buffer must be at least 32.

» The value of the SZ_DATA_BUFFER buffer should be at least 262144 (524288 is
recommended). On an AIX system, these buffers can be configured by creating the files
on the NetBackup media server (Example 15-1):

Example 15-1 Create the SZ_DATA_BUFFER file

— — /usr/openv/netbackup/db/config/SIZE_DATA_BUFFERS —
—/usr/openv/netbackup/db/config/NUMBER_DATA BUFFERS

Best practice: Customers in Linux/UNIX environments that use NetBackup and the
PDISC-PRLI (registration request) loop can greatly reduce the amount of noise in the SAN
by setting the AVRD_SCAN_DELAY entry in the vm. conf file to a high value.

This is a parameter that reflects the number of seconds between normal scan cycles. The
minimum for number_of_seconds is 1. The maximum is 180. A value of zero converts to
one second. The default value is 15 seconds. The default low value is used to minimize
tape mount time but introduces noise to the SAN. It should also be noted that the benefit of
the low value helps in physical tape environments where tape mounts take a long time, but
irrelevant in VTL systems, where tape operations are instant

For more information, see the Symantec NetBackup Administrator's Guide, UNIX and
Linux Release 7.5, found at:

http://www.symantec.com/business/support/index?page=content&id=D0C5157

15.3 NetBackup in a VTL environment

The following configuration options in NetBackup must be checked and, if necessary,
changed to assist with the optimal performance of ProtecTIER VTL deployments:

» Backup and replication activities can run concurrently; however, a best practice is to use
separate time windows for the backup and replication operations.

» Ensure that tape encryption for images that go to the ProtecTIER repository is disabled.
» Use a block size of 512 KB for the best deduplication ratio and performance balance.

» When you create the virtual TS7650G library, select either the data transfer controller
(DTC) emulation (for creating a p3000 library) or V-TS3500 (identical to TS3500
emulation). This setting is a requirement from Symantec for NetBackup support.

» When you use Windows Master or Media servers, consider using NetBackup device
drivers instead of native windows device drivers, per Symantec recommendations.

» For each backup server, create a separate zone for each HBA that can access
ProtecTIER virtual resources. Use zones that are based on a worldwide port
name (WWPN).

» If you use more than one HBA on the server to access virtual tape libraries and drives, you
might see duplicate virtual tape drive definitions or robotics definitions on your server. To
resolve this issue, you can enable zoning, use persistent binding, or ignore the
duplicate devices.
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15.4 NetBackup in an OST environment

The following configuration options in NetBackup must be checked and, if necessary,
changed to assist with the optimal performance of ProtecTIER OST deployments:

» Ensure that you set the Disk Volume Settings high water mark and low water mark
appropriately for your configuration. When the high water mark threshold is reached, the
disk storage unit is considered full. By default, this setting is 98%. As the high water mark
threshold is approached, NetBackup reduces the number of jobs that are sent to the
storage unit. No new jobs are assigned to storage units that are considered full.

» Ensure that the Storage Units Maximum concurrent jobs setting is appropriate for your
configuration. You must take outbound and inbound duplication jobs in to account. You can
avoid unexpected I/O contention in the disk pool by dividing the maximum concurrent jobs
count for all the storage units by using the disk pool by the number of volumes in the
disk pool.

» Duplication takes longer to complete than the initial backup job and uses a larger amount
of bandwidth. Duplication also taxes the NetBackup resource broker. This situation can
slow down the rate that all jobs (backups, restores, and duplicates) run because resources
are being requested simultaneously. Take extra care to plan the timing of all jobs to
prevent delays.

For detailed configuration information, see the Symantec NetBackup Shared Storage Guide,
found at:

http://www.symantec.com/business/support/index?page=content&id=D0C3659

You can also see the TS7650 Appliance with ProtecTIER Customer Information Center at the
following website:

http://pic.dhe.ibm.com/infocenter/ts7650/cust/index.jsp

15.5 NetBackup in an FSI environment

This section provides steps and best practices for configuring and setting up Symantec
NetBackup (NetBackup) for backup and restore. This section also provides NetBackup
parameters and settings for best performance with ProtecTIER FSI-CIFS and FSI-NFS.

15.5.1 NetBackup in an FSI-CIFS environment
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This section provides best practices for configuring and setting up NetBackup in an FSI-CIFS
environment for backup and restore. This section also provides NetBackup parameters and
settings for best performance.

Setting up for backup and restore

The following sections describe the steps for configuring NetBackup for backup and restore
for NetBackup 7.0.1 and higher versions in an FSI-CIFS environment. These sections also
describe the steps for configuring backup and restore for a version of NetBackup before
Version 7.0.1.

IBM ProtecTIER Implementation and Best Practices Guide


http://pic.dhe.ibm.com/infocenter/ts7650/cust/index.jsp
http://www.symantec.com/business/support/index?page=content&id=DOC3659

Configuring AdvancedDisk sharing with CIFS for NetBackup V7.0.1 and
higher versions

The following section describes how to configure AdvancedDisk sharing on Windows using
CIFS. Support for AdvancedDisk sharing on Windows using CIFS is introduced with
Symantec NetBackup V7.0.1. For details about the specific additional configuration steps
before the disk pool can be configured, see the following website:

http://www.symantec.com/business/support/index?page=content&id=TECH158427

Mount point: The mount point is set as \\FSI_IP\CIFS_name on ProtecTIER FSI by
running the following command:

nbdevconfig -createdv -stype AdvancedDisk -storage server windows-ubmu9k3 -dv
\\9.11.109.130\ForNBU

To use AdvancedDisk, mount a network drive and assign it a letter. A drive letter must be
assigned in order for AdvancedDisk to work.

Creating a disk pool using a shared volume

This section describes the steps to create a disk pool using a shared volume. When you
create a disk pool using a shared volume, ensure that you select only the shared volumes.

Complete the following steps:
1. In the NetBackup Administration Console, click Media and Device Management.

2. From the list of wizards in the Details pane, click Configure Disk Pool and follow the
wizard’s instructions.

3. Select the type of Disk Pool you are creating. In this example, the type is AdvancedDisk.
Click Next.

4. Select the storage server for which you want to create the disk pool and click Next. The
Disk Pool Configuration wizard shows the list mount points that can be used.

5. Select the shared volumes that you want to use. Click Next

6. In the Disk Pool Properties window, set Limit I/O streams. By setting the Maximum 1/O
streams option on the disk pool, you can limit the total number of jobs that access the disk
pool concurrently, regardless of the job type.

Important: Ensure that you select only the shared volumes.

Storage unit configurations

Storage units that are used with disk type AdvancedDisk are based on the disk pool rather
than individual disks. To determine whether storage units exist for the disk pool, open the
Administration Console and click NetBackup Management — Storage — Storage Units.

Creating policy and choosing the newly created storage unit
To create a policy, complete the following steps:

1. In the NetBackup Administration Console, expand NetBackup Management — Policies.

2. Right-click Policies and click New Policy.
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3. From the Change Policy window, select the newly created storage unit from the Policy
storage drop-down menu (Figure 15-1). Schedules, Clients, and Backup Selections
can be selected from the corresponding tabs.

Change Policy - Backup¥Yer0

=] Attributes |Q§ Schedules] —:'51, l:lientsl ) Backup Sdections'

Policy type: MS-Windows IV Gointo effect at [ 5/232012 [ 91859 PM =
(~ Destination - : [~ Backup Network Drives
Data classification: [ <Mo data classification> | ™" Cross mount points
[ Compression
Folicy storage: | &) PT_CIFSShare ~| I™ | Encrypiion
Policy volume poct | ~okun d Collect disaster recovery information for:
™ Bare Metal Restore
I™ Collect tue image restore information
[~ Take checkpoints every: |; 3_' rririute T i premsd s
[~ Limit jobs per policy: I 3‘_ [V Allow multiple data streams
= D e _—
Job priody: ID—E v Disable client-side deduplication
I Enable granular recovery
Media Dwner. | d Keyword phrase:
— Snapshot Client
[ Peiform snapshot backup: ptior |

[ ok | coce | Hep |

Figure 15-1 Change policy - disable encryption and compression’

4. From the Change policy window, specify the date and time that your policy goes into effect
by selecting Go into effect at, and clear Compression and Encryption.

Note: Compression, Encryption, and client-side deduplication should be disabled
(Figure 15-1 on page 244).

Performing automatic backups or manual backups

This section provides the steps that are needed to perform automatic or manual backups by
using NetBackup in your ProtecTIER FSI-CIFS environment. Complete the following steps:

1. In the NetBackup Administration Console, expand NetBackup Management — Policies.
2. Right-click the policy name in the left pane.

3. To perform a manual backup, click Manual Backup.

4

. To perform a manual backup and to activate the policy, select the Go into effect at check
box in the Policy Attributes tab. The policy must be active for NetBackup to use
the policy.

1 Symantec, Reprinted by Permission.
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Important: The Go info effect at attribute specifies when the policy can begin to schedule
backups. For example, if today is Monday and you enter Wednesday at 12:00 AM, the
policy does not run until that time or later. Use the Go into effect at attribute to configure a
series of policies in advance of when the policies need to become active.

Performing restores
This section provides the steps that are needed to perform a restore by using NetBackup in
your ProtecTIER FSI environment. Complete the following steps:

1. Start the Backup, Archive, and Restore client interface. Click Select for Restore, and
select the System State check box.

2. From the Actions menu, click Start Restore of Marked Files.

3. From the Restore Marked Files dialog box, click Restore everything to its original
location and Overwrite the existing file.

Warning: Do not redirect the System State restore to a different host. System State is
computer-specific. Trying to restore it to a different computer can result in an
unusable system.

4. Click Start Restore.

Parameters for best performance with ProtecTIER FSI-CIFS

This section provides guidelines and parameters for best performance with ProtecTIER
FSI-CIFS. We describe network file considerations, and the usage of maximum 1/O streams
with disk pools for optimum performance. You can adjust the Network Buffer Size, Data Buffer
Size, and Number of Data Buffers for performance enhancements.

Multiplexing: For optimum performance in your Protectier FSI-CIFS environment, do not
enable multiplexing.

Setting compression, encryption, and client-side deduplication

Compression, encryption, and client-side deduplication should be disabled, as described in
“Creating policy and choosing the newly created storage unit” on page 243"

Network file system considerations

The AdvancedDisk storage implementation presents all mounted file systems as disk
volumes to NetBackup, including network file systems (such as NFS and CIFS). For more
information about using network file systems, go to the following website:

http://www.symantec.com/business/support/index?page=content&id=TECH158427

Using Maximum I/O streams with disk pools

The Maximum Concurrent Jobs setting on the Storage Units menu limits the number of

backup or write jobs using each storage unit, but does not limit the number of restore or read
activities that might be going on concurrently with the write activity. This situation can cause
unexpected I/O contention on the disk pool. For more information, see the following website:

http://www.symantec.com/business/support/index?page=content&id=TECH158427
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Changing the disk pool I/O streams option
To update the default number of I/O streams per volume, complete the following steps:

1. In the NetBackup Administration Console, expand Media and Device Management —
Devices — Disk Pools.

2. Select the disk pool that you want to change in the Details pane.

3. Click Edit —» Change, and the Change Disk Pool window opens, where you can change
the value in the Maximum I/O Streams pane.

Setting the maximum jobs per client

To set or change the maximum jobs per client, from the NetBackup Administration Console on
the master server, complete the following steps:

1. Expand NetBackup Management — Host Properties — Master Server.
2. Open the host properties of the master server.
3. Click Global Attributes.

The Global Attributes properties apply to the currently selected master servers. The
Global Attributes properties affect all operations for all policies and clients. The default
values are adequate for most installations, but can be changed.

4. Set Maximum jobs per client. The Maximum jobs per client property applies to all clients
in all policies.

This property specifies the maximum number of backup and archive jobs that NetBackup
clients can perform concurrently.

15.5.2 NetBackup in an FSI-NFS environment
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This section provides best practices for configuring and setting up NetBackup in an FSI-NFS
environment for backup and restore. This section also provides NetBackup parameters and
settings for best performance

Setting up backup and restore in an NFS environment

This section describes the steps for configuring NetBackup for backup and restore for
NetBackup V7.0.1 and later versions.

Creating a disk pool using a shared volume

In this section, we describe the steps to create a disk pool using a shared volume. When you
create a disk pool using a shared volume, ensure that you select only the shared volumes.
Complete the following steps:

1. In the NetBackup Administration Console, click Media and Device Management.
2. From the list of wizards in the Details pane, click Configure Disk Storage Servers.

3. Select the type of disk storage you are configuring. The selected disk storage type should
be AdvancedDisk. Click Next.

4. Select the storage server and media server for which you want to create the disk pool and
click Next.

5. The wizard guides you through the steps that are required to create a disk pool and a
storage unit that uses the newly created disk pool. Click Next.

6. Select the type of Disk Pool you are creating. The selected disk pool type should be
AdvancedDisk. Click Next.

7. Select the storage server for which you want to create the disk pool and click Next.
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8. The Disk Pool Configuration wizard shows the list of mount points that can be used.
9. Select the FSI-NFS mounted point to add into the disk pool. Click Next.

Note: Ensure that you select only the ProtecTIER mounted folder. Preferably, one
mount should be defined per disk pool.

10.In the Disk Pool Properties window, set the Limit I/O streams parameter to 16. This
parameter limits the total number of 1/O streams that access the disk pool concurrently,
regardless of the job type. The ProtecTIER recommendation is for a total of 16 1/0O
streams. Click Next.

11.The disk pool configuration is completed. Click Next.

12.Choose the Create a storage unit that uses the disk pool option to configure a
storage unit.

Storage unit configurations

Storage units that are used with disk type AdvancedDisk are based on the disk pool rather
than individual disks. The Disk Pool Configuration wizard lets you create a storage unit as
part of the creation of the disk pool. To determine whether storage units exist for the disk pool,
open the Administration Console and click NetBackup Management — Storage — Storage
Units.

To create a storage unit, complete the following steps:

1. Inthe NetBackup Administration Console, select NetBackup Management — Storage —
Storage Units.

2. Click Actions — New — Storage Unit.

3. Complete the fields in the New Storage Unit dialog box. We recommend the
following settings:

— The maximum fragment size parameter should be set to 8192 MB (8 GB).
— The maximum concurrent jobs should be set to 16.

Note: The maximum fragment size recommendation is no longer relevant when using
ProtecTIER PGA V3.3.3 or later. From this code level and higher there is no
recommendation to limit the backup file size, and in fact the bigger the better.

Creating a policy and choosing the newly created storage unit
To create a policy, complete the following steps:

1. In the NetBackup Administration Console, expand NetBackup Management Policies.
2. Right-click Policies and click New Policy.

3. From the Change Policy window, select the newly created storage unit from the Policy
storage drop-down menu. Schedules, Clients, and Backup Selections can be selected
from the corresponding tabs.

4. Under the Attributes tab, ensure that the following check boxes are not selected:

— Compress
— Encrypt

5. Under the Attributes tab, ensure that the following check boxes are selected:

— Disable client-side deduplication
— Allow multiple data streams
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6. Under the Schedules tab, double-click every relevant schedule and ensure that the value
of Media Multiplexing in Attributes tab is setto 1.

Creating configuration files on the media server
These files adjust the responding rate between a media server and ProtecTIER FSI-NFS, and

are needed for the ProtecTIER FSI-NFS to work correctly.

To create the configuration files, complete the following steps:

1. Run touch /usr/openv/netbackup/db/config/DPS_PROXYNOEXPIRE.

2. Run echo "1800" > /usr/openv/netbackup/db/config/DPS_PROXYDEFAULTSENDTMO.
3. Run echo "1800" > /usr/openv/netbackup/db/config/DPS_PROXYDEFAULTRECVTMO.
4

. Restart normms (NetBackup Remote Manager and Monitor Service) on the media server
by running the following commands:

pkill nbrmms
/usr/openv/netbackup/bin/nbrmms

5. Or, you can stop and restart all services on the MSDP media server by running the
following commands:

/usr/openv/netbackup/bin/goodies/netbackup stop
/usr/openv/netbackup/bin/goodies/netbackup start

Note: The 1800 value should be the only value inside these two files. In general, the
allowed values are 10 - 3600. More information about this value can be found at the
following link:

http://www.symantec.com/business/support/index?page=content&id=TECH156490

Setting the maximum jobs per client

To set or change the maximum jobs per client, from the NetBackup Administration Console on
the master server, complete the following steps:

1. Expand NetBackup Management — Host Properties — Master Server.
2. Open the host properties of the master server.
3. Click Global Attributes.

Note: The Global Attributes properties apply to the currently selected master servers
and affect all operations for all policies and clients. The default values are adequate for
most installations, but can be changed.

4. Set Maximum jobs per client. The Maximum jobs per client property applies to all clients
in all policies. This property specifies the maximum number of backup and archive jobs
that NetBackup clients can perform concurrently.

Tip: For best performance, the recommendation is to set the Maximum jobs per client
to 16.

Performing backup

This section provides the steps that are needed to perform automatic or manual backups by
using NetBackup in your ProtecTIER FSI-NFS environment. Complete the following steps:

1. In the NetBackup Administration Console, expand NetBackup Management — Policies.
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2. Right-click the policy name in the left pane.
3. To perform a manual backup, click Manual Backup.

4. To perform a manual backup and to activate the policy, select the Go into effect at check
box in the Policy Attributes tab. The policy must be active for NetBackup to use
the policy.

Important: The Go info effect at attribute specifies when the policy can schedule backups.
For example, if today is Monday and you enter Wednesday at 12:00 AM, the policy does
not run until that time or later. Use the Go into effect at attribute to configure a series of
policies in advance of when the policies need to become active.

Performing restore

This section provides the steps that are needed to perform a restore by using NetBackup in
your ProtecTIER FSI-NFS environment. Complete the following steps:

1. Start the Backup, Archive, and Restore client interface. Click Select for Restore, and
select the System State check box.

2. From the Actions menu, click Start Restore of Marked Files.

3. From the Restore Marked Files dialog box, click Restore everything to its original
location and Overwrite the existing file.

Warning: Do not redirect the System State restore to a different host. System State is
computer-specific. Restoring it to a different computer can result in an
unusable system.

4. Click Start Restore.

Parameters for best performance with ProtecTIER FSI-NFS

Table 15-1 captures all the required and recommended settings for ProtecTIER best practices
with NetBackup.

Table 15-1 Recommended settings for ProtecTIER with NetBackup

Component Parameter Value

Disk pool Disk pool type AdvancedDisk

definition
Limit I/O streams 162

Storage Unit Maximum fragment | 8192 MB

definition size (8 GB)P
Maximum 162
concurrent jobs

Policy definition Compress Disabled (Not

Checked)
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15.6 Symantec BackupExec in an FSI environment

Component

Parameter

Value

Encrypt

Disabled (Not
Checked)

Allow multiple data
streams

Enabled (Checked)

Disable client-side
deduplication

Enabled (Checked)

Media Multiplexing

1

Global Attributes

Maximum jobs per
client

162

a. To learn about the maximum number of streams that are supported,
see 15.2.1, “General recommendations” on page 240.

b. The maximum fragment size recommendation is no longer relevant
when using ProtecTIER PGA V3.3.3 or later. From this code level
and higher there is no recommendation to limit the backup file size,
and in fact the bigger the better

Network file system considerations

The AdvancedDisk storage implementation presents all mounted file systems as disk
volumes to NetBackup, including network file systems (such as NFS). For more information

about using network file systems, go to the following website:

http://www.symantec.com/business/support/index?page=content&id=TECH158427

This section provides steps and best practices for configuring and setting up Symantec
BackupExec (BackupExec) for backup and restore. We also provide BackupExec parameters

and settings for best performance with ProtecTIER FSI.

15.6.1 Setting up backup and restore
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This section describes the steps that are necessary to create a backup to disk folder. It also
describes how to create a job to perform a backup and a job to perform a restore.

Creating a Backup-to-Disk folder
To create a backup to disk folder, complete the following steps:

1. Open the BackupExec GUI and go to Devices.

2. Start the Configure Devices Assistant.

3. Create a Backup-to-Disk folder.
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4. Configure the parameters of the folder. Figure 15-2 shows the best practice parameters
(full path name, 16 GB file size, and maximum concurrent jobs.

New Backup-to-Disk Folder E

General | Advanced |

Mame: |Backup-la-0isk Folder MyShare
Path: [\\10.200.10.1\share _|
Status: [~ Pause
¥ Enable
¥ Orfine
[~ Backup-to-disk file management -

Maximum size for backup-to-disk files: |

1666 ~|

[~ Allocate the maximum size for backup-to-disk files

r~ Concurrent operations
Allow I 16 33 concurrent jobs for this Backup-to-Disk Folder.

Maximum number of backup sets per backup-to-disk file: I 100

oK I Cancel Help

Figure 15-2 Create a backup-to-disk folder

Note: The Maximum size for backup-to-disk recommendation is no longer relevant

when using ProtecTIER PGA V3.3.3 or later. From this code level and higher there is no
recommendation to limit the backup file size, and in fact the bigger the better.

Creating the backup job to perform backups
To create a backup job to perform backups, complete the following steps:

1. Open the Job Monitor window.

2. Start the backup wizard by clicking the Backup icon.

3. Use the Backup wizard recommended parameters. The Backup wizard prompts you with
What do you want to back up? Click This computer and click Next.

4. Click Full backup job and click Next.

5. Choose the time that you want to run this backup at (for example, for a one-time backup,
click Run the full backup now and click Next).

Chapter 15. Symantec NetBackup and BackupExec

251



6. Select Backup-to-disk folder, and in the drop-down list, click the folder that you
configured and then click Next (Figure 15-3).

=YBackup Wizard [ X|

What storage device do you want to use to store the backup data?

(+ Backup-to-disk folder
Backup-to-Disk Folder MyShare _ v

c <Add New Backup-To-Disk Folder>
Backup-to-Disk Folder 0001
Backup-te-Disk Folder 0002

Backup-to-Disk Folder MyShare

760x593

Back | Net |  cancel |

Figure 15-3 Choose backup-to-disk folder from the Backup Wizard window

7. Choose to keep the backups for the retention period you need and click Next.
8. Give the backup job a meaningful name and click Submit.

Jobs: You can see both the job running (in the Job Monitor view) and the files being
written (in the share itself).

Creating the restore job to perform a restore
To create a restore job to perform a restore, complete the following steps:

1. Open the Job Monitor window.
2. Start the restore wizard by clicking the Restore icon.
3. Follow the Restore wizard instructions to create the restore job to perform a restore.
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16

EMC NetWorker

EMC NetWorker (NetWorker) (formerly known as Legato NetWorker) is one of the enterprise
backup applications that provide central backup management for various applications on
different operating systems, with different backup methods to different types of

storage media.

The ProtecTIER product can be deployed as a Virtual Tape Library (VTL) or a FSI-CIFS
share and FSI-NFS export to NetWorker to enhance its data protection ability.

This chapter describes the recommended settings and procedural information that is needed
to integrate ProtecTIER VTL and FSI in a NetWorker environment to achieve optimal backup
throughput and the factoring ratio of the ProtecTIER system. The recommended
configurations and results might vary in different environments. Review the configuration with
your NetWorker specialist for the best configuration that fits into your environment.

This chapter describes the following topics:

» Overview

» EMC NetWorker in a VTL environment VTL

» Best practices for setting up and configuring NetWorker for backup and restore in an
FSI environment.
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16.1 Overview
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EMC NetWorker is a centralized and automated backup and recovery product for
heterogeneous enterprise data. The NetWorker Server hosts the configuration information
and NetWorker databases that track the backups and volumes. It runs on all major operating
systems, such as AlX, Linux, Windows, SUN Solaris, and HP-UX. Apart from server software,
the NetWorker server always has the NetWorker Storage Node and NetWorker

Client installed.

The NetWorker Storage Node is the host that has direct access to tape or disk media. It uses
this access to read and write data to storage devices. It sends tracking information only to the
NetWorker Server. The NetWorker Client is installed on the customer’s servers to generate
save sets, and sends them to or retrieves them from the storage node. There are different
clients available for the integration of special applications, such as NetWorker for IBM DB2.

A NetWorker datazone consists of one NetWorker Server, several NetWorker Storage
Nodes, and several NetWorker Clients. Figure 16-1 shows an illustration of the integration of
NetWorker components into a datazone.

Networker Networker

Storage
Storage Node Console

Devices

Networker
Server

Site 1

Site 2 I

Networker
Storage Node

Storage

e

Networker
Clients

Figure 16-1 NetWorker components in a NetWorker datazone

NetWorker writes data to volumes and identifies the volumes with specified volume IDs. A
volume is a physical storage media, such as magnetic tape, an optical disk, or a file system.
The volume ID can be changed only when a volume is relabeled. NetWorker organizes the
volumes into media pools. A ProtecTIER virtual cartridge or FSI share is seen as a volume in
NetWorker and is sorted into specific media pools.
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16.2 EMC NetWorker in a VTL environment

The ProtecTIER product can be deployed as a VTL when you integrate it with NetWorker. In
traditional tape backups, tape drive sharing can be costly with NetWorker because of the
need for an additional license for dynamic drive sharing. With VTL, many virtual tape drives
can be created and dedicated to different storage nodes without wasting tape resources. The
ProtecTIER product can also be deployed as network-attached storage (NAS) with a
Common Internet File System (CIFS) share for the NetWorker Server on Windows or with a
Network File System (NFS) export for NetWorker Servers on UNIX systems.

16.2.1 General recommendations

Follow these general recommendations to achieve optimum performance and factoring ratio
of the ProtecTIER product with NetWorker:

>

Ensure that you have adequate NetWorker licenses before you perform
the implementation.

Check the compatibility of ProtecTIER with the NetWorker Server hardware and software,
operating system, and SAN switches.

Review the configuration with your NetWorker specialist to avoid an adverse performance
impact to your environment.

Disable client compression and encryption.

Whenever possible, use the same Network Time Protocol (NTP) or time server for the
ProtecTIER and NetWorker servers to ease maintenance and troubleshooting tasks.

16.2.2 Recommendation if a ProtecTIER server is used as a VTL

Follow these recommended configurations to achieve optimum performance and the
optimum factoring ratio of the ProtecTIER server in your VTL environment:

>

Ensure that you have the VTL option enabled or an appropriate number of autochanger
and library slot licenses for NetWorker.

Warning: There are two licenses that are required for EMC NetWorker to work: the
Autochanger Module (which must be compatible with the number of slots that are
created in the ProtecTIER server) and Virtual Tape Library Capacity (for the number of
terabytes that exist in the ProtecTIER server). Without these two licenses, NetWorker
does not work correctly. You might receive the following error:

The VTL is not properly Ticensed. Make sure the VTL is properly enabled and
authorized (VTL frame enabler needed). See your EMC representative.

Consider creating dedicated tape drives for each storage node.

Use ProtecTIER LUN masking if multiple storage nodes share virtual tape drives. For
more information, see 7.3, “LUN masking for VTL systems” on page 114.

Add virtual tape drives gradually.

Follow the NetWorker device driver guidelines in Chapter 7, “Host attachment
considerations for VTL’ on page 103.

Use persistent binding for virtual tape drives. For more information, see 7.2.7, “Persistent
device naming” on page 112.
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» Disable Common Device Interface (CDI) on all virtual tape drives.
» Use 512 KB /O for the virtual tape drives to ensure a good factoring ratio.

» Disable multiplex by setting parallelism to 1 on all virtual drives. You can do so by editing
the properties of each virtual tape drive to set the target sessions and maximum sessions
value to 1.

» Enable the Auto Media Management for virtual tape libraries to allow space reclamation.
See the Media Management section in the EMC NetWorker Administrator Guide for
details about Auto Media Management. You can find NetWorker documentation at the
NetWorker HUB at the following address:

http://nsrd.info/docs.html

» Increase the NetWorker media multiplexor daemon (nsrmmd) polling interval and nsrmmd
restart interval if you see many nsrmmd restart activities during the backup session.
Increase the value gradually, such as nsrmmd polling interval=6, restart interval=4, followed
by polling interval = 9, restart interval = 6, and so on.

16.3 EMC NetWorker in an FSI environment

This section provides steps and best practices for configuring and setting up EMC NetWorker
(NetWorker) for backup and restore. It also provides NetWorker parameters and settings and
recommendations for best performance with ProtecTIER FSI. The recommendations apply to
FSI-CIFS and FSI-NFS unless stated otherwise.

16.3.1 Creating a Windows user for EMC NetWorker
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To configure EMC NetWorker (NetWorker) for Windows with ProtecTIER FSI-CIFS, you must
create a Windows User for NetWorker.

Complete the steps in the following sections to configure NetWorker and run a simple
backup job.

Changing the NetWorker Services' logon properties to the Windows
User

Complete the following steps:

1. In the Services window, right-click NetWorker Remote Exec Service and click
Properties.

2. The NetWorker Backup and Recover Server Properties window opens. Click the Log on
tab, click This account, enter the Windows User account that you created, and click OK.

3. You receive a message that the changes do not take effect until the service stops and
restarts. Click OK.

4. Repeat these steps with the NetWorker Backup and Recover Server service.

5. Right-click NetWorker Remote Exec Service and click Restart to restart the service.
This action also restarts the NetWorker Backup and Recover Server service.
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Creating a user in NetWorker
Create a user for NetWorker to access your CIFS share. Complete the following steps:

1.

Open the NetWorker Management Console.

2. From the Console window, click Setup.
3.
4. Enter the user name, the appropriate role information (for example, Console Application

In the left pane, right-click Users and click New. The Create User dialog box opens.

Administrator, Console User, and Console Security Administrator), and Password to
create a user, and then click OK.

16.3.2 Setting up for backup and restore

The following section details the steps for setting up your ProtecTIER FSI-CIFS and FSI-NFS
environment to perform backups and restores by using EMC NetWorker.

16.3.3 General configuration recommendations

Here are some general configuration recommendations to configure a NetWorker server for
usage with ProtecTIER FSI shares:

>

Consider a dedicated network for backup. To review the FSI Guidelines for network
preparation, see Chapter 4, “ProtecTIER File System Interface: General introduction” on
page 53.

Ensure that you have the NetWorker DiskBackup option enabled.

The NetWorker storage node supports only advanced file type devices (AFTD) for
FSI shares.

Use the Universal Naming Convention (UNC) path for device configuration for CIFS
shares and references to the FSI mount point on Linux.

Whenever possible, create different ProtecTIER file systems for different storage nodes.

NetWorker does not span ongoing saves across multiple AFTD devices. NetWorker
suspends all saves being written to AFTDs when the device is full until more space is
made available on the device. Plan the AFTDs correctly to have sufficient space that is
based on the backup size and retention period.

Do not share a single FSI share across multiple storage nodes, and create one AFTD in
each FSI share on the storage node.

You can configure NetWorker to split a single save set into multiple sessions in one AFTD.
In the AFTD device, each save set is stored as a separate file with a unique saveset ID
regardless of its parallelism. Thus, the impact to the deduplication should be minimal.

When you install the NetWorker server on Windows, create a dedicated user (Workgroup)
or add the user (Active Directory) to the Windows Admin and Backup Operator Group of
the NetWorker Windows Server. Change the NetWorker Remote Exec server and
NetWorker Backup/Restore Server services to be started by the newly created user with
administrator rights. The same user must be added as a user of the CIFS shares in the
ProtecTIER server with write enabled permission.

When you install the NetWorker server or storage node on Linux, the read/write
permission to the NFS export is granted based on host IP addresses and not on user
level granularity.
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For more information about AFTD, see Device Operations in EMC NetWorker
Administrator Guide.

Creating the device
To create a device in the NetWorker Administration window, use the Device Configuration
wizard and complete the following steps:

1. In the NetWorker Administration window, right-click Devices and click New
Device wizard.

2. In the Device Configuration wizard, click Advanced File Type Device (AFTD) and
click Next.

3. The Select Storage node window opens. Click Enter device path, and in the box that
opens, enter the address to the FSI share. Example 16-1 shows the configuration for a
FSI-CIFS share by using the UNC path.

Example 16-1 Create a device on an FSI CIFS share

\\10.0.20.134\networker

For Linux systems, the path definition looks similar to Example 16-2.

Example 16-2 Create a device on an FSI NFS share

/mnt/fsi_shares/networker

4. In the next window, click Backup pool type and click Next.

5. In the next window, set the Number of Target Sessions (number of client's connections in
parallel) and click Next.

6. The next window should display a summary of the information. Click Configure.
7. After the configuration completes, you should see a confirmation window. Click Finish.

16.3.4 Setting the information to be backed up
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Now that you have set up your device, you must define which information you are backing up

to this device. To set up the information to be backed up, complete the following steps:

1. In the NetWorker Administration window, click Configuration and click Groups —
Default.

2. Choose the existing group, right-click it, and click Client Backup Configuration —
Modify.

3. In the first window that opens, do not make any changes. Click Next.

4. The networker data window opens, and shows the operating system, version, and so on.
Verify this information and click Next.

5. The next window opens and shows all the directories for all the units that are available.
Choose the information that you want to back up and click Next.

6. The next window opens and shows the times for the Browse and Retention policy. Make
your required changes and click Next.

7. The next window opens. You could change the Group for this policy. For this example, do
not change any data and click Next.

' You can find NetWorker documentation at the NetWorker Information Hub at http://nsrd.info/docs.html.
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8.

9.

In the next window, you could choose another Storage Node for Backup and Restore. For
this example, do not change anything and click Next.

A summary window opens. If all the information is correct, click Modify.

10.A confirmation window opens. Click Finish.

16.3.5 Setting the time for the backup

To either set the time for your backup or to start the backup now, complete the
following steps:

1.
2.
3.

In the NetWorker Administration window, click Configuration.
Click Groups, right-click Default Group, and then click Properties.

In the Properties dialog box, you can change the time in the Setup pane. In the drop-down
box menu, you can either choose whether the backup starts automatically or at a later
time. Choose your option and click OK.

16.3.6 Performing a restore

To perform a restore, open the NetWorker User, select the server that backed up the
information, click the Recover icon, select the information that you want to restore, and click
the Recover icon to start the restore.

16.3.7 Parameters for best performance with ProtecTIER FSI

This section describes how to get in to diagnostics mode to run diagnostic tests on devices.
This section also describes how to turn off compression and encryption in NetWorker.

Setting compression and encryption to none
To set compression and encryption to none, complete the following steps:

1.

In the NetWorker Administration window, click Devices.

2. Click View — Diagnostic Mode on the toolbar. The Devices window opens.
3.
4

. Double-click the mounted device from the detail table. The Device Properties

Click Devices in the navigation tree (on the left). The Devices detail table appears.
window opens.

From the Device Properties window, click the Cloud tab and, under the Options pan, you
find the Compression and Encryption settings.
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6. Set Compression and Encryption to none (Figure 16-2).

:. Device Properties - '110.0.20.133\ ibby2 11
Genersl | Configurstion ' Advanced | Information |, Volume | Operstions (system |
Access Throttling
Server. | Throttlineg:
Bandhwidth:
Parameters
Network Wite Size: | 819 7]
Nurmoer of Retries: | e
SendiReceive Timeout ‘ a0 }3]
Metwork Failure Retry Interval: ‘ 5 | il
Available Yolumes
Options Cloud volume names:;
Comtpression: |none v
Encryptior: |none vJ
Cloud network inter face: %

Figure 16-2 Device Properties window - disable encryption
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17

HP Data Protector

This chapter describes the settings and parameters that should be modified in HP Data
Protector (HPDP) in ProtecTIER environments to enable maximum performance.

Most of the changes and settings are related to the Virtual Tape Library (VTL) mode of the
ProtecTIER product, although the File System Interface (FSI-CIFS) mode includes
straightforward steps to enable deduplication in your HP Data Protector storage that is
provisioned by ProtecTIER.

This chapter describes 17.1, “HP Data Protector with ProtecTIER” on page 262 in a VTL
environment, and a brief overview of HP Data ProtecTor with ProtecTIER in an FSI

environment.

This chapter describes the following topics:

» HP Data Protector with ProtecTIER
» HP Data Protector in a VTL environment
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17.1 HP Data Protector with ProtecTIER

The HP Data Protector (HPDP) supports a wide range of applications, disk and tape devices,
data protection tools, and any hypervisor, typically from one centralized console. The HP
Data Protector also provides protection for Microsoft Exchange, Microsoft SharePoint,
Microsoft SQL Server, Systems Applications and Products (SAP), Oracle, and many more
business critical applications in enterprise environments.

The IBM ProtecTIER deduplication solution is compatible with HP Data Protector installed as
a backup application. The deployment of ProtecTIER with HPDP is supported by IBM as a
VTL or FSI-CIFS.

This section provides basic configuration steps and parameters that are recommended to be
enabled in HP Data Protector to achieve good deduplication results, optimal backup and
restore performance, and system stability.

17.1.1 HP Data Protector architecture with ProtecTIER

262

The HPDP infrastructure is based on a cell layout, as shown in Figure 17-1. The cell is a
network environment, typically in the data center or at a remote branch office, that consists of
a Cell Manager, client systems, and devices. The Cell Manager is a central management
point where HPDP is installed and operated. It incorporates the Data Protector Internal
Database (IDB) that maintains the references about all backup files from clients. After the Cell
Manager is installed and configured, you might want to add systems to be backed up
(protected). These systems become client systems.

Repository (DS5300) ProtecTIER (VTL or FSI)

-1DB
- Backup Policies
- Media Pools

- Disk Agent (DA)
- Media Agent (MA)

Client Systems Client Systems

Figure 17-1 The cell diagram of HP Data Protector with ProtecTIER as a VTL or FSI

When client systems send backup files to the HP Data Protector, it stores them on media in
backup devices. In the environments with IBM ProtecTIER deduplication solutions, these
media are represented by virtual tape cartridges. Devices are depicted by virtual tape libraries
that are provisioned by a ProtecTIER server (VTL mode of the ProtecTIER product). In the
case of a FSI-CIFS installation of the ProtecTIER product, the HP Data Protector accesses
the CIFS shares from the ProtecTIER server as a media repository for backups.

1 Source: http://www.hp.com
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17.2 HP Data Protector in a VTL environment

The ProtecTIER product can be configured either as VTL or FSI, but not both modes
concurrently. This section describes the setup and configuration in a VTL environment for
backup and restore.

The Cell Manager is the key system in the cell. It is responsible for the following tasks:
» Operates the cell from a single control point.

» Maintains the IDB records with references to back up data, media IDs, and
backup sessions.

» Runs the core HP Data Protector software.

» Runs Session Manager, which triggers backup and restore jobs and records the results
in IDB.

On the client systems, there are two core components:

» Disk Agent (DA), also called Backup Agent, which performs a backup of static files in the
operating system. An additional utility, called Application Agent, can back up databases
online without disruption to the database services.

» Media Agent (MA) offers an interface to the directly attached or SAN-zoned media
devices, including virtual tape drives allocated from your ProtecTIER server. To grant
control over the attached SCSI tape library to the source systems for direct backup, use
General Media Agent.

The following sections provide the key HPDP parameters and configuration steps that are
needed to improve your backup and restore performance with the ProtecTIER server as
a VTL.

The HP Data Protector offers three types of disk-based backup devices:

» The stand-alone file device is the simplest disk-based backup device. It contains a single
slot, to which data can be backed up. The maximum capacity is 2 TB.

» The file jukebox device consists of multiple slots to which you can back up data. Each slot
offers a maximum capacity of 2 TB. These volumes must always be created manually.

» The file library device is similar in concept to the file device class in IBM Tivoli Storage
Manager. It has multiple slots that are called file depots, which are created and deleted
automatically as required. The maximum capacity of each slot is also 2 TB.

For the FSI type of ProtecTIER operation, the File Library device should be used. Select a
slot (file depot) capacity 100 - 300 GB as the best practice for optimal performance.

Tip: When an FSl-enabled ProtecTIER server is used together with HP Data Protector,
define the maximum slot (file depot) capacity as 100 - 300 GB. The maximum slot capacity
size is based on the complexity of your backup infrastructure and an average daily backup
volume. In typical medium to large environments, set the file depot size to 200 GB.

After the capacity is configured, do not change it; doing so leads to inefficient space
management in the ProtecTIER/HPDP file library.

Chapter 17. HP Data Protector 263



17.2.1 Enabling the robotic barcode reader

The IBM ProtecTIER Deduplication Gateway in a VTL configuration emulates an IBM System
Storage TS3500 Tape Library with Ultrium LTO3 tape drives. It also emulates the numbering
of virtual LTO3 tape cartridges that use virtual barcode labels. This feature allows backup
applications to perform an inventory of the tape cartridges in the virtual library the same way a
real physical tape library with a barcode reader performs an inventory.

To reduce the time that is needed to perform media inventory in the HP Data Protector
Backup Device (in our case, VTL), enable robotic barcode reader support. Use these virtual
barcodes as a medium label.

Figure 17-2 shows how to enable a robotic barcode reader by selecting devices from the
Environment folder from the Devices and Media window. Select the Barcode reader
support check box and the Use barcode as medium label on initialization check box.

J I Devices & Media

HEEEEITEEEE

-7 Enwironment

- Specify the required information about the library SCSI D and diive handling.
[#-[Em] Automated Operations @ﬂ

Devices by host
(& Extended Copy

- Media SCSI address of the library robatic.

SESI

— Library's robotic SCS| addre:

IEhangerD: 0:1:1 j

— Busy drive handling

Select what action D ata Pratector should take if the drive is busy.

IAbort j

¥ Barcode reader suppart
v Usze barcode as medium label on initialization

[T automatically dizcover changed SC51 address

Figure 17-2 Enable robotic barcode reader

On the same window, at the bottom, also enable SCSI reserve/release robotic control to
reserve the robotic control only for HP Data Protector operations. This action restricts other
systems from working with SCSI reservations on the same target SCSI device, if these
systems are zoned to different servers. A typical example is an installation process of a new
server, where LAN-free backups are planned and tape zoning is prepared in advance.

17.2.2 Increasing the tape block size
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Increase the block size of the tape device from the default value of 64 KB to a minimum of
256 KB and up to 1 MB as the maximum. The ProtecTIER product supports all values up to a
1 MB block size, but a block size of 512 KB provides the best deduplication ratio and
performance balance. Increasing the block size reduces the number of virtual tape headers.
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Figure 17-3 shows how to increase the tape block size to 512 KB. In this example, select the
VTL_LTO3_01 drive from the Drives folder. Then, click the Settings tab, and you see your
Default Media Pool, VTL_TAPE_ONSITE. Click the Advanced tab and the Advanced
Options window opens. From the Sizes tab, click the Block size (kB) menu and set it to

512 KB.

JEiIe Edit Wiew Actions Help

po Propetties for ¥TL_LTO3_01 - HP DpenY¥iew Storage Data Protector Manager

I[=]

J IDevices & Media

HlEE]
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E@ Devices

S vTLPT

; :‘r Robatics Pat?‘y
=] Drives

{=J ¥TL_LTO3_01

=) VTL_LTO3 02

=0 ¥TL_LTO3_03
= VTL_LTO3 04

Generall Drive  Settings |

Speciy the Y of media u

Seltings  Sizes IDthel I

—

Specify block.. zeament sizes and the number of buffers

JLTO-Ulrium

@Iock size (kB

|5121 'D 8-1024)

Slots

I:I--@ Devices by host
[#-fa=) Extended Copy
- Media

i Detault Media Paal
@ Default media pool o vk
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Disk agent buffers

[~ Digable device

Advanced... |

|2DDD (10 or mare ]
E {1-32]

Figure 17-3 Increasing the tape block size

If your Media Agent is running on a Windows server, you must modify the registry.

Important: Before you make any changes in the registry, make a consistent backup.

To modify the registry, complete the following steps:

1. Open the registry editor by running regedit.exe and navigating to the following path:
\HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Services\q12300\Parameters\Device

Figure 17-4 shows the registry key.

& Registry Editor
File Edit Wiew Faworites Help
, ProtectedStorage ;I Mame Type | Data
B . Psched ab){Default) REG_52 {walue not set)
) qlz300 7| BusType REG_DWORD 000000006 (6
. Enurn ab|DriverParametsr REG_SZ
i Parameters ab|Hosthame REG_SZ DE-5-0175105
! e rurnSEList REG_DWORD 000000041 (65
o Priplnterfacs 74 np REG_RINARY 100000 00
B e ab) s REG_SZ windows 5 2008 R2 Enterprise for Inteltd
arme _ INADWS SErvVeEr nLerprise ror Incel
- | glficos
B . Rasacd

Figure 17-4 Windows registry records of QLogic HBA

Note: The registry value MaximumSGList exists only in Windows 2008 by default. In
Windows 2003, you must create it by adding a DWORD of the same name.
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2. Modify the value of the tape block size to 512 KB (524288 bytes). Enter this value as a
decimal number, not hexadecimal (Figure 17-5). The formula to calculate the “Value data”
is as follows:

“Value data”=(wanted Block Size in bytes)/4096+1,
in our case:
“Value data®=524288/4096+1=129

#." Registry Editor
File Edit Wiew Favaorites Help
| PratectedStorage ﬂ Mame Type | Data
- | Psched ab|{Default) REG_SZ {value not set)
= gl2300 H5|BUsType REG_DWORD 0x00000006 (6)
i Enum ab|DriverParameter  REG_SZ
i Parameters ab|Hasthame REG_57 DE-3-0175105
| Devies 2 Maximumsalist  REG_DWORD 0x00000041 (65)
- | PnpInterface ‘-'-'t':|np REG_BIMARY 1000 0000
[EIRR i ab|o5Hame REG_ST Windows Server 2008 B2 Enterprise for Inkeled
[ gffcoe
- Rashcd
[+~ | Rasagileypn
[+ | Rasfuto ‘Yalue name:
Bl | Rasl2tp IMaHimumSGList
[+ | RasMan
[+#- || RasPppoe Walue dats: Base
- | RasSstp ‘ " Hexadecimal
- | rdbss W
[+ . rdpbus
[+ |, RDPCOD
[+#- |, RDFDD Ok I Cancel |
[+ . RDPDR
[+]- ROPEMCDD

Figure 17-5 Setting a greater tape block size

3. Reboot your server to make the changes effective.

Important: The MaximumSGList parameter is a value 0 - 255. Use this adjustment
sparingly, as scatter/gather lists use non-paged memory. Avoid setting it arbitrarily to a
high value. For more information, go to the following website:

http://support.microsoft.com/kb/280793

To increase the block size above 256 KB for HP-UX, AlX, Linux, or Solaris with the HPDP, add
the following variable to the /opt/omni/.omnirc file:

OB2LIMITBLKSIZE=0.

To allow a block size of 1024 KB, set the st_large_recs parameter to a non-zero value.

17.2.3 Enabling the lock name

The virtual robotic arm in your VTL is responsible for maintaining records of where all virtual
cartridges are. It tracks which tapes are in each storage slot, entry/exit ports, the robotics
gripper, and tape drives. These robotic arms are available to all Media Agents where direct
backup to tape is needed.
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Enable the lock name to prevent a collision when HP Data Protector tries to use the same

physical device in several backup sessions at the same time. In this example, select the

VTL_LTO3_01 drive from the Drives folder. Then, click the Settings tab, and you see your
Default Media Pool, VTL_TAPE_ONSITE. Next, click the Advanced tab and the Advanced

Options window opens. Click the Other tab and select the Use Lock Name check box

(Figure 17-6).
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Figure 17-6 Enable lock name

17.2.4 Disabling compression, encryption, and CRC chksum

Compression, encryption, hash-based application deduplication, Cyclic Redundancy Check
(CRC) of data integrity, and other processes, impact the ProtecTIER deduplication factoring
ratio. Avoid using these techniques when the IBM ProtecTIER solution is implemented as a
component of your backup environment.
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Although HP Data Protector offers these features, ensure that they are disabled for virtual
tape devices that provisioned by the ProtecTIER product. Figure 17-7 shows how to
deactivate those options by clearing them. Disable compression, encryption, and CRC by
selecting a file system, in this example FS_Daily_Incr. Then, click the Options tab, and the
Filesystem Options window opens. Clear the Software compression and Encode

check boxes.
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Figure 17-7 Disable compression, encryption, and CRC

You can use HP Data Protector to use multiple Media Devices for different types of backups,
or for different client systems (Disk Agents). For certain devices, such as physical tape drives
or external disk arrays, it is beneficial to have these storage efficiency techniques enabled.
Activate them individually for each backup process to these Media Devices, and ensure that
the ProtecTIER virtual tape repository is not affected. This action is exceptionally important
when deduplication is enabled.

17.2.5 Hosts multipath support
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The TS7650G is shipped with two Emulex dual-port LPe12002 8 Gbps Fibre Channel
adapters for the front-end connections to the backup server and, optionally, to the LAN-free
client systems (by using a SAN infrastructure). For high availability or performance reasons,
you might use more than one HBA on the server to access virtual tape libraries and drives.
However, if you implement this configuration, you might see duplicate virtual tape drive
definitions or robotics on your server, each accessible through a different HBA.

HP Data Protector supports this multipathing function, although certain settings must be
defined. Before you make such changes, ensure that the Datapath and Control Path Failover
is supported and enabled by the IBM Tape Device Driver that is installed on a

relevant platform.

Hint: Use a dedicated IBM Tape Device Driver for ProtecTIER virtual tape devices. Ensure
that multipathing is enabled in the operating system before you enable multipathing in the
HP Data Protector Devices and Media Manager.
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For examples about how to enable multipathing on a tape device (either robotics or tape
drive) in HPDP, see Figure 17-8 and Figure 17-9.

Figure 17-8 shows how to enable multipathing for the robotic path for a tape library. From the

Devices & Media drop-down menu, select the VTL_PT library, and select the MultiPath

device check box.
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Figure 17-8 Multipath device on library robotics device

Figure 17-9 shows how to enable multipathing for the robotic path for a drive in a tape library.
From the Devices & Media drop-down menu, select the drive (in this case, VTL-LTO3_01),
and select the MultiPath device check box.
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Figure 17-9 Multipath device settings for tape drives
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Although the activation of multipathing in the operating system (by using a tape device driver)
requires a reboot of the server, the setting of a specific device with multipathing in HP Data
Protector is a dynamic process and does not require a reboot. This change is

effective immediately.

17.2.6 Load balancing
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The load balancing feature specifies how many tape drives are available (minimally) at the
start of the backup and how many in total are reserved at the start of this backup to the client
system. The Data Protector uses the optimum amount of resources that are required for the
tape devices workload. Using inappropriate settings of both parameters can make reserved
tape drives unavailable for other backup sessions until the current backup job finishes.

Figure 17-10 provides an example of a setup for load balancing during a backup operation:
1. Select Backup from the drop-down menu.

2. For the backup specifications, select the FS_Daily_incr file system.

3. Click the Destination tab. Five tape drives are displayed in the Backup pane. Select the
VTL_LTOS3_04 and VTL_LTOS_05 tape drives, and set the minimum number of tape
drives that are available to run backups to 2. Set the maximum number of tape drives to
reserve to 5.

JIBackup j |J E 6 | ”;ﬂ | ? H | ‘@] E pa
=-£71 Backup Source  Destinatian | Options | Schedule | Backup Object Summany |
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: W=l WTL_LTO3 04
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Figure 17-10 Load balancing

In this scenario, HP Data Protector checks whether there is a minimum of two tape drives
available for backup; if yes, the backup starts in two parallel streams. During backup, the
HPDP can reserve up to five tape drives, making those drives unavailable to other client
systems that might start backup later that day. HP Data Protector selects any available drive
that you assigned in the backup specification for this load balancing.

Tip: Do not use load balancing when you back up a few large objects, typically databases.
In this scenario, HP Data Protector is often not able to balance the load among such
devices effectively. Define a dedicated backup policy with disabled load balancing for
such objects.
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17.2.7 Using a mirroring functionality

You can use the HP Data Protector object mirror devices functionality to write the same data
to several media simultaneously during a backup session. In some cases, this feature can
replace vaulting or migrating the data between libraries and can decrease the usage of
resources and increase performance of backup jobs.

Modify the backup policy settings, as shown in Figure 17-11. The figure shows the usage of a

mirror. To add the object mirror functionality:

1. Select the file system; in this example, we select FS_Daily_Incr.

2. Click the Destination tab and select the relevant drives. As illustrated in Figure 17-11,
from the Mirror 1 tab, we select the VTL_LTO3_01 and VTL_LTO3_02 drives.

3. Click the Add Mirror tab.
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Figure 17-11 Usage of a mirror

17.2.8 Troubleshooting logs

The following information might assist you with preliminary analysis troubleshooting:

» CLI output commands from the Data Protector host server:

— #devbre —dev

— #sanconf -list_drivers

» Data Protector log files are in the following directories:

— For Windows systems:

<Data_Protector_home>\1og
— For HP-UX:

/var/opt/omni/log and /var/opt/omni/server/log

— For other UNIX systems:

/usr/omni/log

For more information that is related to troubleshooting of HP Data Protector and log analysis,
go to the following website:

http://support.openview.hp.com/selfsolve/document/KM1120178/binary/DP6.20 Troubles
hooting.pdf

Chapter 17. HP Data Protector 271


http://support.openview.hp.com/selfsolve/document/KM1120178/binary/DP6.20_Troubleshooting.pdf
http://support.openview.hp.com/selfsolve/document/KM1120178/binary/DP6.20_Troubleshooting.pdf

The general information and documents library for HP Data Protector is available at the
following website:

http://h41112 .www4 .hp.com/promo/imhub/data_protector/documentation.htm]
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IBM i and Backup, Recovery, and
Media Services

The ProtecTIER product extends the disk backup solution for IBM i with minimal disk usage
by using the ProtecTIER HyperFactor deduplication feature.

The ProtecTIER product is deployed as a Virtual Tape Library (VTL) that emulates tape
devices for IBM i. IBM i stores its backup data in ProtecTIER virtual cartridges as though they
are physical cartridges. Users have the flexibility to create virtual tape drives and virtual
cartridges that are based on their needs. IT centers that require a copy of backup data to be
offsite can use ProtecTIER replication to replicate the virtual cartridges to a secondary site.

Because the ProtecTIER product emulates tape devices, you can always share it between
IBM i and Open Systems. It is highly recommended to conduct a correct sizing based on your
environment before the implementation.

This chapter focuses on using Backup, Recovery, and Media Service (BRMS) to integrate the
ProtecTIER product in to an IBM i environment.

This chapter describes the following topics:

» IBM i overview

Integration of IBM i and ProtecTIER in a VTL environment
Configuration of BRMS for ProtecTIER

Deploying ProtecTIER with BRMS for disaster recovery

vYyy
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18.1 IBM i overview

This section describes some IBM i specific features, which you should be familiar with to
understand how IBM i backups are performed.

Today, when you purchase IBM i, you purchase IBM POWER® hardware that can run AlX,
Linux on Power, or IBM i. You load your operating system in to each logical partition (LPAR);
in this example, we load IBM i.

IBM i (formerly known as IBM AS/400®, IBM eServer™ iSeries®, and IBM System i®) is an
integrated system that includes hardware, software, security, a database, and other
components. IBM i has a flexible architecture where software is independent from hardware,
so changing one has little impact on the other one.

IBM i and ProtecTIER: For information about IBM i resources for the ProtecTIER product,
see the following website:

http://www.ibm.com/support/techdocs/atsmastr.nsf/WebIndex/PRS4956

18.1.1 Integrated file system

IBM i contains an integrated file system (IFS) that provide a common interface with other file
systems. This file system allows applications that are written on other file systems, such as
UNIX and Windows, to access data that is stored in IBM i.

18.1.2 Integrated database

DB2 is the integrated relational database in IBM i. DB2 is tightly integrated into the entire
system, making it efficient and easy to use by IBM i applications. DB2 is used by various
applications, from traditional host-based applications to client/server applications to business
intelligence applications.

18.1.3 Object-based architecture

IBM i is an object-based operating system. Unlike most other operating systems where
everything is seen as a file, IBM i sees everything as an object. These objects include
database files, user profiles, job queues, compiled programs, word-processing documents,
and so on. Objects are categorized by type, which allow the users to specify what type of
objects are required for a task. The IBM i operating system provides an interface to define
operations that can be performed on objects and to provide instructions about the usage of
the encapsulated data.

18.1.4 Libraries
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IBM i groups objects into libraries. A library is a directory of objects, and it is an object that is
used to find other objects in the directory. An object can exist in only one library. A library
cannot reference other libraries except for the library that is called QSYS, which contains all
the other libraries. Libraries can be associated or referenced by user profiles or applications.
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18.1.5 Backup considerations in IBM i

IBM i offers a wide range of backup recovery options. They are intended to help you
accomplish the following tasks:

» Make your save operations faster and more efficient.

» Keep your system available for your users.

» Plan and manage your backup and recovery.

Before you implement a backup solution in IBM i, consider the following items:
» Determine the save objects and how often to save them.

— Consider performing daily saves of the libraries and objects that regularly change,
such as application libraries, user profiles, configuration objects, and parts of IFS. The
objects that regularly change have a higher possibility of restoration in a shorter period
as compared to objects that do not change regularly.

— Consider performing weekly full system saves. The full system saves provide a
baseline copy of your system that can be used for restoring all system objects in the
event of a disaster. Alternatively, save all user libraries (*ALLUSR) every week.

» Determine the save window that is based on the following items:
— Affordable downtime of save objects.
— Affordable IBM i system downtime for a full system backup.
» The recovery time and availability options.
» Test the developed backup and recovery strategy.

18.2 Integration of IBM i and ProtecTIER in a VTL environment

This section describes the considerations and best practices for configuring IBM i in a
ProtecTIER environment.

18.2.1 Backup considerations with ProtecTIER

Using VTL is not necessarily faster than physical tape backup. IBM tape products have been
tested and work efficiently with IBM i. IBM i is able to achieve 90% - 100% of tape drive speed
in an environment with fewer tape drives. You often require multiple streams in a VTL to
achieve the same performance throughput as physical tapes. In this scenario, Backup,
Recovery, and Media Service (BRMS) is useful in managing the tape media resources for
parallel saves.

In addition to performance throughput, you can use BRMS to share VTL resources across
multiple LPARs.

BRMS tracks what you saved, when you saved it, and where it is saved. When you need to
do a recovery, BRMS ensures that the correct information is restored from the correct tapes
in the correct sequence.
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18.2.2 Recommended ProtecTIER and IBM i configuration
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Here are some guidelines for configuring ProtecTIER in your IBM i environment:

>

>

| 2

Configure parallel or concurrent saves to reduce save windows.
Use BRMS for automation. Ensure that you are licensed for BRMS.

The ProtecTIER product supports IBM i from Version 5 Release 4 onward, and both the
IOP and IOPIless Fibre Channel (FC) adapters are supported. For more information, check
the TS7650/TS7650G ISV and Interoperability Matrix for IBM i compatibility with
ProtecTIER at the following website:

http://www-03.ibm.com/systems/storage/tape/resources.html#compatibility

Create a separate VTL if you are sharing one ProtecTIER system for IBM i and
other platforms.

Do not mix disk and tape on one FC adapter for performance reasons, as a tape workload
is always large block while a disk workload is typically small block. The ProtecTIER
solution is VTL; it is considered a tape workload when integrated with IBM i.

When you create virtual tape devices in ProtecTIER Manager, choose IBM TS3500 for
your library type and LTO3 (ULT3580-TD3) for the drive type.

Carefully design the drive attachment and robot attachment on each port (see Figure 18-1
for port assignment). Usually, you would spread the drives across all ports for optimal
performance, but in IBM i, there are certain rules for using tape that you might want to
consider. We list some of the rules in the next bullet.

Port as=signment

Mumber of tape drives to assign (Max 12 Already azsigned devices: 12
FlPorto patam= 10000000c97c6262] @ Drives: 6 & root & =
[IPart1 [whi= 10000000c37c6281] @8 Drives: &, Robot
[ Port 2 [wiAni= 10000000087c5145] @ Drives: s & Robot O 3

| select &1l | | Equally divide | | Clear |

Figure 18-1 Port assignment

IBM i cannot split the backup evenly across the FC adapters if more than one FC tape
adapter is used in one LPAR. Because we advise you to run multiple saves
simultaneously for a ProtecTIER deployment, the tape library, tape drive layout, and SAN
zoning must be designed carefully. For more information, see SAN design for IBM i Tape
at the following website:

http://www.ibm.com/support/techdocs/atsmastr.nsf/WebIndex/PRS2997
Here are some of the rules for designing your ProtecTIER environment with IBM i:

— Multipath is not supported in IBM i for the FC tape adapter. If required, create two SAN
zones to the tape devices, one active and one inactive. You must manually activate the
inactive SAN zone when the active zone fails.
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— There are a maximum number of LUNs (addresses) supported by an FC tape adapter
in IBM i. The LUN count includes both drives and control paths. See Table 18-1 for an
example about how to count the number of LUNs per FC
tape adapter.

¢ 16 LUNs on an IOP FC adapter
¢ 64 LUNSs per port on an IOPless FC adapter

Table 18-1 Example of LUN counts per FC tape adapter

Number of Number of Number of Number of LUN (device)
tape libraries | drives per connected count
port ProtecTIER ports

(robot enabled at all
connected ports)

1 8 1 9 (1 control path and 8
data paths)

1 8 4 12 (4 control paths and 8
data paths)

16 1 1 32 (16 control paths and
16 data paths)

» When you create the virtual tape cartridges, note the number of tape cartridges, as each
cartridge requires a slot.

» Create extra slots for your VTL in case you need some slots for extra tape cartridges, as
the library is placed offline when you want to change any of the logical library dimensions.

» Create enough import/export slots to hold all tape cartridges that you eject (replicate)
every day.

» Enabling LUN masking on the ProtecTIER server is recommended.

» IBMi has a limitation of a maximum of 15000 elements (places where tape cartridges are
stored, that is, slots, drives, picker, import/export slots, and so on). So, the total number of
tape cartridges slots, extra slots, and import/export slots of each tape library must not
exceed 15000 elements.

Elements: The maximum number of elements was increased to from 5000 to 15000
elements with the following PTFs:

» R611: MF50093, MF55406, MF55407, and MF55408
» R7.1: MF55396, MF55397, MF55409, and MF55393(MF55600)

» Do not use compression or compaction when you save to virtual cartridges on the
ProtecTIER server.

18.3 Configuration of BRMS for ProtecTIER

This section describes the basic structure of the Backup, Recovery, and Media Management
Services (BRMS) application for IBM i systems. Also provided is BRMS terminology, and
recommended configurations of BRMS.
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18.3.1 BRMS overview

You can plan, control, and automate the backup, recovery, and media management services
for your IBM i systems with BRMS. Figure 18-2 shows how BRMS integrates the tape
devices, which can be ProtecTIER virtual tape devices.

i Policies

Physical media
| includes physical tape
3 or ProtecTIER virtual
cartridges

‘ Job Scheduler

|

E BRMS
T

Media
Inventory

—

Delete

Archived copies

Y

| Backup

Backup Copies

Figure 18-2 Basic structure diagram of BRMS
BRMS terminology
Here is some common BRMS terminology:

Media

Media identifier
Media class

Control group

Policies

IBM i libraries QBRM and QUSRBRM
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A tape cartridge (volume) that holds the
saved data.

A name that is given to a media.

A logical grouping of media with similar physical,
logical, or both characteristics.

A group of libraries, objects, folders, spool files,
and other types of data that share common
characteristics or a group of items that you want
to group it together for backup purposes. It
determines which data is to be processed.

Defines how BRMS operations are processed.
There are different types of policies, which
include system policy, backup policy, recovery
policy, media policy, and move policy. A policy
determines how data is to be processed.

These libraries contain BRMS-related objects
and management information.
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18.3.2 Recommended configurations of BRMS

VTL versus physical tape drives: Configuration of BRMS for ProtecTIER virtual tape
devices is no different from configuration for physical tape devices. You can find the
relevant BRMS version guidelines and steps to configure BRMS tape devices in the IBM
BRMS product information section at the following website:

http://www-03.ibm.com/systems/i/support/brms/prodinfo.html

This section focuses on the recommended BRMS configurations that are relevant to
ProtecTIER virtual tape devices. Here are some guidelines:

»

Use STRSST to reset the tape adapter that is attached to the ProtecTIER node to recognize
newly created virtual tape devices in ProtecTIER system.

The ProtecTIER VTL takes the next available TAPMLBxx name by default. Rename it to
match the name that you used in ProtecTIER Manager to keep your
environment orderly.

The ProtecTIER product emulates LTO3 tape devices. When you define the BRMS media
class in a ProtecTIER environment, create a separate media class for virtual LTO3
volumes from the media class for physical LTO3 volumes. Use a *ULTRIUM3 density.

Tip: You can make the virtual LTO3 cartridges any size you like, but not the LTOS size.
The cartridges’ performance matches whatever your ProtecTIER configuration allows,
and is not tied to LTO3 speed.

Add the virtual cartridges in to BRMS by running ADDMLMBRM command and be sure to
initialize them to reflect the virtual cartridge’s actual label (barcode). Use the actual
command instead of navigating there from the WRKMLMBRM menu.

To choose your replication destination with ProtecTIER Manager, complete the
following steps:

— If you choose a remote VTL as a destination, configure the move policy for the selected
media so that the media can be moved out from the local VTL to the shelf after a save
operation. The replica cartridges can then be moved to a remote VTL and be
accessible in remote IBM i.

— Do not configure a move policy if you want the media to stay in the library after save
operations. You can perform a manual move when you want to access it from a
remote site.
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Configuring a parallel save with BRMS

You can configure a parallel save by specifying the number of parallel device resources in the
BRMS control backup control group attributes. An example of the needed specified attributes
is shown in Figure 18-3.

Change Backup Control Group Attributes
Group . - « - « = =« = = « = = « = = - * SAMPLE

Type information, press Enter.

'3

Media policy for:
Full backups . . . . .. ... .. . . +BKUPCY Name, F4 for list
Incremental backups . . . .. .. .. «BEUPCY Name, F4 for list
Backup devices . . . . . . . . . . . . . *BKUPCY Mame, F4 for list

Parallel device resources

Minimum resources . . . « « « « = « « & 1-32, +NONE, ~AVAIL

Maximum resources . . . . . - . . . . 8 1-32, +AVAIL, =MIN
Sign off interactive wsers . . . . . . . ~BKUPCY «YES, «NO, «BKUPCY
Sign off Timit . . . . . & & & & & & . . «BKUPCY 08-999 minutes, *BEKUPCY
Default weekly activity . . . . . . . . ~BKUPCY SMTWTFS(F/1), =BEUPCY
Incremental type . . « « « « & & « o « & «BKUPCY «(UML, =INCR, =EKUPCY
Force full backup days . . . . . . . . . =BKUPCY B-365, «NOMAX, ~BKUPCY

Fi=Exit Fd=Prompt F12=Cancel
Figure 18-3 Example of configuring parallel saves with BRMS

18.4 Deploying ProtecTIER with BRMS for disaster recovery

This section describes various scenarios for replication and performing disaster recovery
(DR) by using ProtecTIER with BRMS. The first scenario describes how to recover an IBM i
production system with BRMS, where BRMS is installed on both the production site and the
DR server in one BRMS network. The second scenario describes how to recover an IBM i
production system with BRMS installed on the production system, and there is no BRMS
installed at the DR site.

18.4.1 BRMS available at the production site and DR site
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In this scenario, both the production and DR sites have an IBM i server with a ProtecTIER
server connected. BRMS is installed on both the production and DR server in one BRMS
network, and the information about the media, devices, and so on, is synchronized between
two BRMS systems.

The production IBM i performs backups to a locally attached ProtecTIER system with local
BRMS. Replication is established from the production ProtecTIER system to the DR
ProtecTIER system.
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Replication setup
To set up replication, complete the following steps:

1. Configure the ProtecTIER replication policy with the destination as the VTL of the
DR ProtecTIER server.

2. Configure a move policy for these virtual cartridges so that the virtual cartridges can be
moved to the shelf after they are ejected from production. Then, the replica cartridges are
moved from the shelf to the I/O station (import/export slots) of the selected VTL at the DR
site when BRMS movement is run by running MOVMEDBRM or STRMNTBRM
MOVMED (*YES) commands.

3. As soon as the replica cartridges are moved to the VTL at the DR site, the cartridge is on
the shelf of the production system and in the 10 station on the target.

Disaster at the production site
If there is a disaster at the production site, complete the following steps:
1. Enter DR mode from the DR ProtecTIER server.

2. Generate a ProtecTIER replication statistic (.csv report) that includes statistics for all
replica cartridges, including sync time.

3. Review the .csv report to determine whether the cartridges you want to restore have
consistent data. If they do not contain consistent data, consider restoring from an earlier
set of backups, as described in “Assessing the cartridges’ status and synchronizing with
the catalog” on page 420 and “Recovering the data” on page 420.

4. Restore the IBM i system from the consistent replicas of cartridges in the DR
ProtecTIER server.

5. You may perform daily saves to the DR ProtecTIER server during the outage of the
production system.

Failback
After the production system is running and connected to the production ProtecTIER server,
complete the following steps:

1. Create a failback policy to replicate all the cartridges or just the ones that were written
during the outage to the production ProtecTIER server.

2. When all the needed virtual cartridges are replicated to the production ProtecTIER server,
terminate the failback replication by leaving DR mode from the DR ProtecTIER Manager.

You can now resume the daily saves from the production system.

18.4.2 No BRMS at the DR site

In this scenario, the production IBM i performs backups to a locally attached ProtecTIER
system with BRMS. Replication is established from the production ProtecTIER system to the
DR ProtecTIER system. There is no BRMS installed at the DR site.

Disaster at the production site
If there is a disaster at the production site, restore the entire system to a server at a DR site
by completing the following steps:

1. Enter DR mode from the DR ProtecTIER server.

2. Generate a ProtecTIER replication statistic (.csv report) that includes statistics for all
replica cartridges, including sync time.

Chapter 18. IBM i and Backup, Recovery, and Media Services 281



3. Review the .csv report to determine whether the cartridges you want to restore have
consistent data. If they do not contain consistent data, consider restoring from an earlier
set of backups, as described in “Assessing the cartridges’ status and synchronizing with
the catalog” on page 420 and “Recovering the data” on page 420.

4. After you obtain the list of consistent media, restore the IBM i system with the BRMS
recovery report. It might be necessary to complete the following steps:

Restore System i Licensed Internal Code.

Restore the operating system.

Restore the BRMS product and associated libraries QBRM and QUSRBRM.
Restore BRMS-related media information.

Restore user profiles.

Restore System libraries QGPL, QUSRSYS, and QSYS2.

Restore configuration data.

- 0o o0 T @

2 @

Restore IBM product libraries.
Restore user libraries.

j- Restore document library.
k. Restore IFS objects and directories.
I. Restore spooled files, journal changes, and authorization information.

5. You may perform the daily saves on the recovered IBM i system at the DR site to the DR
ProtecTIER server during the outage.

Alternatively, if there is an FC connection from the production system to the DR ProtecTIER
server, and depending on the type of failure on the production site, you can establish a
connection for the DR ProtecTIER server to the production system and restore the required
objects from the DR ProtecTIER server.

Examples of BRMS policies and control groups

In this example, BRMS on a production IBM i and on a DR IBM i are in the BRMS network.
Create the source VTL (TS7650SRC1) on the production ProtecTIER system, and create the
target VTL (TS7650TGT1) on the DR ProtecTIER system. Both VTLs are known to the
BRMS network.
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Complete the following steps:

1.

After the virtual cartridges are added to BRMS and initialized, set up the BRMS move
policy to move the cartridges from the location TS7650SRC1 to TS7650TGT1. The
cartridge stays in the TS7650TGT1 until it expires. Give the move policy a name (TS7650)
(Figure 18-8 on page 285). The Media policy in Figure 18-4 specifies TS7650.

@ Sasston & - [24 = 40 [ (] 5 |
[P Bt Wew Commswston Adom wiedew  Hep {
] Wiy ] ] ] wswe] er] B e {

Change Move Policy Xoo28P1
Moue palicy TETESD
Home location . : s [STEEOSHC ] Mame, #=EYSPLCY *0RIGLNM F4 list
Usa container . . . ah0 & YES =KD
farify movas . p . s . =YES =YES, =HNO
Calandar for working daygys - . =EHLLDAYES B =RELLORYS, F4 for list
Calendar for move days [ Mame., =ALLORYS., F4 far list
Taxt 50 Setup for Replicaton in Library Mode
Type chaices, press Entar
Saq Location Duration
10 TSTESETGTL =EXKP
Hot tom
Fa=Exit Fa=Prompt FE=Re fresh FlZ=Cancal
mAl = B8/075|
]1{" TR - s oy e |

Figure 18-4 Example of a media policy

In Figure 18-8 on page 285, the Home Location specifies the source VTL. Under the
Location column, type the name of the target location.

. Create a BRMS media policy to use this move policy (Figure 18-5).

@ Session & - [24 % BO] _DE:]

e Bt e Comemoneation  Scons  ndow  Hep

(=8| By M0 i ) | & ) W

L Display Media Policy
Media policy . s . TSTBSE
Retentisan tiyjpe ", l=DN&t& 2uDEij=
SJuVerslions, d=Permanen
Retaln madia . TR S b F
Mowve palloy TSETESO
Media class P . ULTRIUM3
Storage location = FN Y
Save to save file - . 4 =MO
ISF feor save files sSYSTEM
Save file retention type . : L l=Date. 2=Days
FdePar-manant =Moo
tetain save files . - : =HOHE
RS storage 1imit - =SYS
Secur dim MO
Text . . C SRS - =HIOKNE
FPrecss Enter to contlinua.
More. ..
Fa=Exit FlZ=Cancel
Wl  a ai-/081
A" re0z . Sesie Eoccmshiy e

——

Figure 18-5 Example of change control group attributes

Chapter 18. IBM i and Backup, Recovery, and Media Services 283



3. Create a BRMS backup control group to use the media policy with the VTL on the
production ProtecTIER system (Figure 18-6).

&t Sessbon & - [24 x 80] --D.EH
e Ear Yew Communication ATions  Window  Hel |

| A ) R e |t T B o

Change Bachup Control Group Attributes
Group . . TST650
Typs information, press Entar.
Media policy fo
Full backups . . TSTE®E8 = Hame., F4 for list
cramantal backups . . .« ISTEEE Hama, F4 far list
Backup devices TSTESOSRC L Hame Fa tar 1ist
Farallel device resource
Minimum resources ik 5 s 4 s .« EHNOME 1-32 = NOME *RVALL
Haximum resources s 1-32 EAVAIL EMIN
Sig aff Interactive = - sBELFCY = YES =M =BKUPLC
Sign off limit . c o eBELUPCY B-8889 minutes eBEUPCY
Default weskly activity =BEEUPCY SHTHTFSIFAI *BEUPCY
Incramantal typs 5 = BKUFCY = LI = [HCR = BEUFLCY
Force full backup days i =B LFCY 0-3E65 = NOMAX =BEUPCY
More. ..
F3=E=xi1t Fad=Proampt Fl1Z=Cancel
ClE | a 117043
(3B s - weamnn marcesshily maed

Figure 18-6 Example of verify media move

In Figure 18-6:

— The Full backups field specifies TS7650.
The Incremental backups field specifies TS7650.
The Backup devices field specifies TS7650SRC1.

4. On ProtecTIER Manager, configure the replication policy with a destination in the target
VTL (TS7650TGT1). The moved media has an Inserted status in the DR IBM i system.

5. Verify the media move on the DR IBM i system, which makes the cartridge available
(Figure 18-7).

o secsion B - [24 x 80] T
P EcR Yew Comemunicokion  Sctorm Wincow b
6| B o e | el ok e® D a4

Varify Media Hoves HBE825%F ]
Typ®e options. press Enter Press F16 to wverlify all
i=Verify d4=Cancel move B=Verify and work with media
Voluma Creation Expiration Mowe
Opt Sarial Data Data Location Data Containar
i BRMDO2 a/04.,08 a/06/08 TETESOTGT 8/04./08 = HICIHE
Botram

FI=Exi FE=Re fresh FiZ2=Cancel Fle=Verify all
:}r:_l. ] 11003
o B - aorn macoesclilly Sarted

Figure 18-7 Displaying media status
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The Location column specifies the name of the target VTL.

6. The cartridge is now available at DR site (Figure 18-8).
T Saeston B - [24  80] =0
Or Er® eer  Conenunesken Acboen gereos peg '
B B (W (| s el el @ e
Varify Hedia Hoves HOB25P1
Type options press Enter Press F18 ta wverify alil
i=Veri fy d=Carncel mowve B=Werlfy and wark with media
W 1 Craation Expiration Mowe
Opt Sariasl Data Datm Location Data Containar
L ERMOOZ 8704708 BS06°08 TETESOTGT1 B 408 =HOHE
Batram
FasExxit F5=Ra fresh FlZ=Cancel Fle=Verify a1l
%_H. b 11,003
=i BT - Gmoorn weccsaclidly ot |
Figure 18-8 Example of change move policy

The Status column for the moved cartridges specifies Available.
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19

CommVault

This chapter describes all the necessary steps for a successful integration of CommVault
Simpana 9 Backup and Recovery software with the IBM ProtecTIER deduplication solutions
to get the best factoring ratio and optimal performance.

ProtecTIER can be deployed as Virtual Tape Library (VTL) or File System Interface
(FSI-CIFS) to CommVault. This chapter describes CommVault with VTL, CommVault with
FSI-CIFS for Windows based servers, and FSI-NFS for UNIX clients.

Attention: For best practices and configuration of CommVault in your ProtecTIER FSI
environment, see 19.3, “CommVault FSI” on page 301.

The other versions of CommVault Hitachi Data Protection Suite 7 and 8 are also fully
supported by the ProtecTIER product.

This chapter describes the following topics:

» CommVault in a VTL environment
— CommVault introduction and components
— CommVault configuration and guidelines in a ProtecTIER environment
— Alternative data paths

» CommVault in an FSI environment
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19.1 CommVault introduction

CommVault Simpana 9 is the latest version of the CommVault enterprise backup and
recovery software, which consists of fully integrated modules for backup and recovery,
archiving, replication, search, and eDiscovery, all managed from a single user interface.

The key capabilities and benefits of CommVault include the following ones:

Common Technology Platform Incorporates full compatibility across disk and
tape products.

Virtual Server Protection Offers the ability to protect virtual machines with a
block-based backup approach.

Migration Tools Provides the capability to migrate from different backup
software, such a Symantec NetBackup.

Central Management Helps operate the Simpana backup and recovery software
from a central management interface.

Gen3 Deduplication Incorporates an integrated and embedded hash-based
deduplication solution.

Important: Never enable CommVault integrated deduplication if the IBM ProtecTIER
solution is in place. Doing so severely degrades the benefit of HyperFactor deduplication,
which offers greater space savings than CommVault hash-based techniques.

Global Reporting Allows you to quickly identify the status of your data
protection environment, including the backup results,
storage occupancy, and more.

Capacity Licensing Lets you pay for the amount of protected data
independently of the complexity of the
backup environment.

The CommVault Simpana 9 Backup and Recovery software is a robust suite of data
management capabilities that are built on a unified platform. By using it, users simplify their
data protection operations.

19.1.1 CommVault components
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This section introduces the key components of CommVault Simpana Backup and
Recovery software.

CommCell

The CommCell feature provides a set of storage management tools that you can use to move
and manage your critical data. You can use these tools to store and retrieve data that is
associated with computer systems in your enterprise. The system consists of integrated
software modules that can be grouped in a CommCell configuration.

Each CommCell configuration consists of the following key components:

» One or more of the following Client Agents:

— DataAgents that perform backup and recovery operation
— Archive Management Agents

' Source: http://www.commvault.com
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— Quick Recovery agents that create Quick Recovery volumes
— ContinousDataReplicatior to perform data replication from source to destination clients

» The Common Technology Engine (CTE) components, consisting of:

— One CommServe server
— One or more MediaAgents

» Storage Resource Manager for analyzing and reporting of stored information
» CommCell Console for central management and operation of CommCell

» Content Indexing and Search engine for easy and fast data discovery

Common Technology Engine

The CTE consists of software modules that provide the necessary tools to manage and
administer the Client Agents and also manage the storage media that are associated with the
CommCell configuration.

CommServe

The CommServe server ties the CommCell components together; it is the coordinator and
administrator of the CommCell components. The CommServe server communicates with all
agents in the CommCell to initiate data protection, management, and recovery operations.
Similarly, it communicates with MediaAgents when the media subsystem requires
management. It maintains a database that contains all the information that relates to the
CommCell configuration. In addition, it provides several tools to administer and manage the
CommCell components.

MediaAgent

The MediaAgent transfers data between the client computers and the storage media. Each
MediaAgent communicates locally or remotely to one or more storage devices, which contain
the storage media. The system provides support for various storage devices, including the
IBM ProtecTIER virtual tape libraries and virtual tape drives.

CommCell Console

The CommCell Console is the graphical user interface that allows you to control and manage
the CommCell element. The CommCell Console can be run in two ways:

» As a stand-alone application, which can be installed directly on any computer that can
communicate with the CommServe storage manager.

» As a remote web-based application using Java Web Start, which allows you to remotely
access the CommCell Console by using the web browser.

Content Indexing and Search

You can use Content Indexing and Search to search and perform data discovery operations in
your CommCell group. You can use this powerful component to search both online and stored
data. Administrators, Compliance Officers, and users can use it to search and restore data
from several applications, such as FSI, Microsoft Exchange, Microsoft SharePoint, and Lotus
Notes, in the CommCell configuration. The search and restore operations can be performed
by using either the CommCell Console or the web-based Search Console, which are
controlled by a security module.
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19.2 CommVault with ProtecTIER VTL

CommVault supports the installation of IBM ProtecTIER deduplication gateways in either a
VTL or a FSI-CIFS configuration. However, each of these options requires specific planning
and configuration steps that are further explained in the next sections. The general concept of
the ProtecTIER product and CommVault integration is presented in Figure 19-1.

Attention: For best practices and configuration of CommVault in your ProtecTIER FSI
environment, see 19.3, “CommVault FSI” on page 301.

Repository (DS5300) ProtecTIER (VTL or FSI)

Console

CommServe
Storage Manager

Removable Media

- Database
- Backup Policies
- Media Pools

- iDataAgents (iDA)
- MediaAgents (MA)

Client Systems Client Systems

Figure 19-1 Conceptual overview of CommCell with ProtecTIER

The CommServe server is the core component in your CommCell implementation that
manages all the data that is backed up from the clients. It has either ProtecTIER virtual tape
drives, or file system shares that are configured as a storage repository for data
deduplication. In the case of the VTL installation, with the required SAN-based backup, the
ProtecTIER virtual tape drives are also zoned to the client systems and configured by using
MediaAgents (MA). iDataAgents then transfer the backup data to the CommServe repository,
represented by the ProtecTIER deduplication solution.

Important: When you configure VTL on CommServe or Client systems, make sure the
latest version of the IBM Tape Device Driver is correctly installed. Data path and control
path should be enabled, and enabling the Persistent Naming feature is highly
recommended. For guidelines about persistent device name binding, Control Path Failover
(CPF), and Data Path Failover (DPF), see Chapter 7, “Host attachment considerations for
VTL” on page 103.

19.2.1 CommVault configuration

290

This section guides you through the initial configuration of the VTL TS3500 with Ultrium LTO3
virtual tape drives, which are emulated by the IBM ProtecTIER deduplication gateway.
Furthermore, we provide you with the mandatory parameters and the best practices that must
set to achieve the best factoring ratio from your ProtecTIER server.
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Initial configuration
Initially, you must set up the physical cabling or SAN zoning, install your CommVault software,

and configure your ProtecTIER server with the storage repository. After these tasks are

completed, you must perform the initial configuration of the VTL in the CommServe server

and on all relevant Clients’ MediaAgents.

If you assigned tape drives to more than one ProtecTIER front-end Emulex port, a special
procedure is needed to scan the VTL correctly because of a CommVault feature that is called
Exhaustive Detection and its behavior. To work around Exhaustive Detection, complete the
following steps for an existing, automatically detected tape library:

1. Stop all I/O operations and ensure that a backup is not running. On the CommVault

Service Control Manager, ensure that all CommVault services are running.

2. Log on to the CommCell Console by using your administrator account and password, click
the CommCell Control Panel icon, then click Library and Drive Configuration

(Figure 19-2).

ity CommmCell Browser

A

o, |bsserva?
% Client Computer Groups
=-iF Client Computers

Eg |bssared?

- Security

EIE}? Skorage Resources

& |bssel

E-f52 Libray:
=R Tk Liblﬁv & Drive Configuration. .. |
B4 Mark Media Exported

------ ¥ ASEUUELELT e

E}@ Locations

Figure 19-2 Library and drives configuration menu

Available Mediafgents:

<= Remove Al |
‘ oK |} Cancel |

Selected MediaAgents:

Help

Q Ibsserva? )
fld| =2 |

== Remove |

Figure 19-3 Select the MediaAgent
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3. Under the Available MediaAgents pane, double-click the server name. This action moves
the server to the right pane. Click OK (Figure 19-3).
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4. In the General tab, under Libraries, right-click the robot, click Deconfigure, and confirm
the operation. You might be requested to confirm twice (Figure 19-4).

Selected Mediafgents

& |bsservd?

By Libraries | = pata Paths | & Shared Disk Device |

o0 Libraries
E-f52 IBM 03584132 4{Conf Configure
( Decnp{ufigure ) |
add MasterDrivePaal

Figure 19-4 Deconfigure the existing tape library

5. As itis not configured, right-click the robot again, click Delete, and confirm the operation.
The library should now be deleted. Click Start and then Exit.

6. Now, you must define the library and drives again with the appropriate settings. Within the
toolbar icons, click the Control Panel and double-click Library and Drive Configuration.
From the available MediaAgents, double-click the server (Ibsserv47) to confirm your

selection, and click OK.

7. In the General tab, right-click Libraries and click Detect/Config Devices. The Detect
Library window opens; ensure all the check boxes are clear (Figure 19-5).

Detect Library
Device Type

f* 5Ca

[ Detect on Selected Mediafgents in Parallel

(I- Aukomatically Create DDS Drivepools)

{~ MDMP Devices

Mediafgent :  |lbsserv47 LI

(I_ Exhaustive Detection{Cnly for Libraries without Drive IDs SupportD

0 I Cancel Help |

Figure 19-5 Detect new library
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8. Verify the correct detection of all devices in the generated log file window (Figure 19-6)
and return to the General tab.
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Figure 19-6 Detection log window
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9. In the General tab, open the current node and navigate to the Libraries overview
(Figure 19-7). Right-click the unconfigured tape library tag and click Configure from
the menu.

ELihrary and Drive Configuration {CommServe Host):lbsserv47)

—Selected MediaAgents

& Ibssersd?

L& Libraries) (= Data Paths I Shared Disk Device |
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-3 (1) Empty {[&onﬂgure )
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3 (3) Empy Aadd MasterDrivePool )

3 (4) Emply &dd PriP Disk Drives. .. )

g E:; EEEEE Discover Media ;

- (71 Emply Walidate )

3 (8) Empy Reset Library ) o
- {9 Empty )

3 (10) Empt Delete ve)

-3 (11 Empt: Advanced Cptions. .. p el

(3 (12) Empt ive)

=3 {13) Empt: Properties e

- {14) Empty Drive Slot 14(empty or undetected drive)

- {15) Empty Drive Slot 15(empty or undetected drive)

- {16) Empty Drive Slot 16(empty or undetected drive)

™1 F 1 TN Franbo Pwviua Slak 1 7 armnbo qre nindakackad driost LI

Figure 19-7 Configure the library robotics

The Configuration window opens, where you can select Library only or Library and all
Drives to be configured. Click Library only (Figure 19-8). In most cases, the possibility of
tape drives configuration is not available yet. Confirm that the library has a barcode reader
(Figure 19-8).

Eunﬁguratlun E

Configure = confirm

:g/ Does this Library [IBM 03534L32] have a barcode reader?

o |

" Library and all drives >

OK Cancel Help |

Figure 19-8 Conflrm the library robotics configurations
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10.Perform a full scan of the detected tape library by using the Full Scan option from the
library menu (Figure 19-9).

9 Libraries < ]

& lbszerv4? = E}? Storage Resources = P39 Libraries >

Mame

Skatus

}ﬁ] 1BM 0358432 4

.

Export Media
Import Media
Import Cleaning Media
Discaver Madia

Discover Cleaning Media

Set Media Location

Reset Library

Mark Library Fixed
Mark Media Exported
|Update Earcodes

Full Sican I

Clean Driv:;g

IEM

Figure 19-9 Perform a full scan of the library

11.Configure the first detected tape drive from the Libraries tab (Figure 19-10). This action
allows you to configure all other tape drives in the future in one step.
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Figure 19-10 Configure first tape drive
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12.Ensure that Exhaustive Detection is not used (Figure 19-11).

prior to configuration to avoid errors, This may take several
minukes,

(" Do Exhaustive Detection Mow

* Configure.Devices without Exhaustive Detectioré

(o] 4 I Cancel | Help |

Device Configuration E3

It is strongly recommended that exhaustive detection be done

Figure 19-11 Do not use Exhaustive Detection

13. After the first tape drive is correctly configured, configure the remaining tape drives by
using Exhaustive Detection. Using Exhaustive Detection saves time in configuring each

remaining tape drive (Figure 19-12).
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Figure 19-12 Configuration of remaining tape drives
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14.When prompted, select the Ultrium V3 type of media for a Discovery Media Option and
verify that all the remaining tape drives are correctly detected and configured

(Figure 19-13).
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Figure 19-13 Verify the discovered tape drives

Important: If a library is present before the procedure, you must update the existing
storage policies to the newly configured tape library. This action is not needed in the case
of an initial configuration of the CommVault environment with the ProtecTIER server.

19.2.2 Data multiplexing

Data multiplexing is a CommVault licensed feature that allows multiple backup receivers to
combine their backup data streams into one data writer. The data of multiple backup streams
are then written to the single media. Figure 19-14 is an overview of how the data multiplexing

feature works.

Sub_Client A

Sub_Client B

\

Data Receiver

Backup data 1

Data Receiver
Backup data 2

Data Writer

MediaAgent

Figure 19-14 The concept of data multiplexing
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Data multiplexing negatively impacts the ProtecTIER factoring ratio, so data multiplexing must
be disabled. To prevent your subclients from using this feature, data multiplexing must be
disabled from the Media tab of Copy Properties dialog box of the primary copy. In the
CommCell browser window, navigate to Storage Policies, right-click the policy that you need
to update, and select Properties (Figure 19-15).

Copy Properties il

General | Retention | Deta Paths | Selective Copy | Assacistions  Medie | Data verification |

4 N\
“ [ Enable hultiplexing )

hultiplexing Factor I 3 j

SBFEEE MEGiG ---m -

[ Mark Mediz to be Erased After Recycling

Ok I Cancel Help

Figure 19-15 Disable data multiplexing

Multistreaming with Oracle jobs

The Oracle iDataAgent applies multiplexing rules for multiple jobs. Also, when you have
multiplexing enabled for an Oracle job with multiple streams, all the streams of the job use the
available drives sequentially (when one drive is full, it continues to the next). This task is
enabled by setting the JMEnableMultiplexingForOracleAgents parameter in the CommServe
database as follows:

Insert into GXGlobalParam values ('JMEnableMultiplexingForOracleAgents','1l"')
This parameter can be used only for Oracle jobs from the CommCell Console or when you
initiate the job by using the qoperation backup command. In on-demand Oracle jobs, data

multiplexing is enabled by default. Disable this feature by using the
QB_NO_MULTIPLEX_STREAM option.

19.2.3 Hardware compression
You can use the IBM TS3500 Tape Libraries, which are emulated by the ProtecTIER server,

to use hardware compression on virtual LTOS tape drives. This hardware compression affects
the factoring ratio, and therefore must be disabled.
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In the CommCell browser window, navigate to Storage Policies, right-click the policy that you
need to update, and select Properties. Navigate to the Data Paths tab of the Copy
Properties dialog box of the primary copy (Figure 19-16). Ensure that the Hardware
Compression check box is clear.

Data Path Properties | x|
Generd ]

Mediagent:  yelow

Library: 1BM 035B4L32 §

Drive Pool:  DrivePool{yellow)S
ScratchPool:  Default Scratch
Enabled: fes

110 ]

Index Cache:  INDEXCACHE_I

[™ Use Hardware Encryption

Chunk Size (MB)
* Use Application setting
 Use spectied vahe: | j

Block Size (KB)

{* Use Media Type setting

™ Use speciied vale: | v

o | cace | Hb |

Figure 19-16 Disable hardware compression

19.2.4 Data encryption

The CommVault software supports three types of data encryption:

» Client level encryption of backup data
» Auxiliary copy level of data that is stored in CommServe media
» Hardware encryption on tape drives

None of these types of data encryption should be used with the IBM ProtecTIER solution, or
the factoring ratio will be compromised or suppressed. This section briefly describes how to
avoid using client encryption. Hardware encryption is not offered by the ProtecTIER emulated
VTL, and an auxiliary copy of backup data is typically not stored in the ProtecTIER repository.
The auxiliary copy is typically used for physical tapes, which are shipped to the offsite location
or local vault regularly.

CommVault is able to use the following type of encryption algorithms (Cipher) with different
block sizes:

» Blowfish: 64-bit block size, 128- or 256-bit key length
» Advanced Encryption Standard (AES): 128-bit block size, 128- or 256-bit key length
» Serpent: 128-bit block size, 128- or 256-bit key length

» Twofish: 128-bit block size, 128- or 256-bit key length

» 3-DES (Triple Data Encryption Standard): 64-bit block size, 192-bit key length
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To disable client-level encryption feature, right-click the client in the CommServe Console and
select its properties. In the Encryption tab, ensure that the Encrypt Data check box is clear.
This action automatically disables the data encryption for all relevant subclients that belong to
the same Client’s system (iDataAgents).

19.2.5 Alternative data paths

A data path is a licensed feature that integrates the MediaAgent, Library, Drive Pool, and
Scratch Pool features that are used by the storage policy copy to provide backup operations.
Each storage policy copy has a unique, single data path by default. For high availability
purposes, you can define alternative data paths for each storage policy copy.

The Alternate Data Paths (ADP, also known as GridStor) feature provides the
following benefits:

» Automatically redirects a backup stream to an alternative data path, if one of the
components in the default data path is not available.

» Alternative data paths can be used to minimize media usage by routing data protection
operations from several subclients to the same storage policy and the same media,
instead of creating several storage policies by using a different media for each subclient.

» Load balancing (round robin) between alternative data paths provides the mechanism to
evenly distribute backup operations between available resources.

If a storage policy is created during the library configuration process, a default data path is
created for the primary copy. The default data path is created by using the MediaAgent,
Library, Drive Pool, and default Scratch Pool combination for drive pools that are configured
within the library. If you create a storage policy, you must specify a Library, MediaAgent, Drive,
and Scratch pool combination for the primary copy. In the CommCell browser window,
navigate to Storage Policies, right-click the policy that you need to update, and select
Properties. Additional data paths for the primary copy can be defined on the Data Paths tab
of the Copy Properties dialog box (Figure 19-17).2

Copy Properties {Storage Policy: INLINE) E
| Media_ | Advanced |
General | Retention Data Paths I Daka Path Configuration

Status Mediafgent MName Drive Pool Scratch Pool Enabled |

S0g0

|

Add | Delete | Set Defaulk Properties |

Figure 19-17 Adding new data paths?

2 Source: http://www.documentation.commvault.com
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19.3 CommVault FSI

This section provides steps and best practices for configuring and setting up CommVault for
backup and restore. It also provides CommVault parameters and settings for best
performance with ProtecTIER FSI for Windows based servers through the CIFS protocol
(FSI-CIFS) and for UNIX clients through the NFS protocol (FSI-NFS).

19.3.1 Setting up backup and restore in a CIFS environment

This section provides steps and best practices for configuring and setting up CommVault for
backup and restore in an FSI-CIFS environment.

Adding a disk library

To add a disk library, complete the following steps:
1. From the Control Panel, double-click Library and Drive Configuration.

2. Select the MediaAgents whose devices you want to detect or display from the Available
MediaAgents pane.

3. Click Add >> to move the MediaAgents to the Selected MediaAgents pane
4. Click OK.

5. From the Library and Drive Configuration window, click the Start menu, select Add, and
then click Disk Library from the menu.

Adding a shared mount path

To add a shared mount path, complete the following steps:

1. In the Add Mount Path dialog box, click Network Path. Complete the Connect As,
Password, and Verify Password fields with the information of the CIFS share user account.
Write permission is defined when you set CIFS authentication to either Workgroup or
Active Directory.

2. Click Network Path — Folder and enter \\FSI_IP\CIFS_name. In our example, we use
\\9.11.109.130\bpgc.

Note: When you specify the network path for the mount point, use host name aliases
instead of static IP addresses. By specifying the host name (that is, from /etc/hosts or
c:\windows\system32\System32\drivers\etc), you have flexibility if the IP address of the
ProtecTIER FSI changes or you want to switch from the primary copy to a copy of the file
system on a remote ProtecTIER system.

Defining the BackupSet and associating it with the storage policy
To define a BackupSet and associate it with a storage policy, complete the following steps:

1. Collapse the Client Computers menu in the CommCell Browser
2. Choose the BackupSet you want to use, highlight the subclient, and click Properties.
a. Edit the content, and add the paths that you want to back up.

b. Select the Storage Policy name, which is automatically created you add a disk library,
from the Storage Policy drop-down list in the Data Storage Policy tab.
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Performing a backup
To perform a backup, complete the following steps:

1. Choose the BackupSet, right-click the subclient that you want to back up, and
choose Backup.

2. Click Full and Immediate backup, and then click OK.

Performing a restore
To perform a restore, complete the following steps:

1. From the CommCell Browser, navigate to Client Computers — Client — File System —
defaultBackupSet.

2. Right-click the default subclient and then click Browse Backup Data.

3. Expand defaultBackupSet and right-click the folder that you want to restore.

4. Click Restore Current Selected or Restore All Selected.

If you want to restore to the same folder or another CIFS share folder, complete the User
Name, Password, and Confirm Password fields with the information of the CIFS share user
account with write permission. Write permission is defined when you set CIFS authentication
to either Workgroup or Active Directory.

Complete the following steps:

1. From the Restore Options for All Selected Items dialog box, click Advanced.

2. The Advanced Restore Options window opens. Click Advanced Restore Options, click
the General tab, and click the Impersonate User option.

3. Inthe User Name and Password boxes, enter a user name and password that has access
privileges. In the Confirm Password box, type the password again. Click OK.

19.3.2 Parameters for best performance with ProtecTIER FSI-CIFS

302

This section provides some recommended parameters for the best performance with
ProtecTIER FSI.

Clearing hardware compression/using hardware encryption
To disable hardware encryption, complete the following steps:

1. Right-click the storage policy copy and click Properties.
2. Click the Data Paths tab.

3. Click the data path for which you want to change the hardware compression and then
click Properties.

IBM ProtecTIER Implementation and Best Practices Guide



4. From the Data Path Properties dialog box, clear the Hardware Compression check box

to disable hardware compression. Clear the Use Hardware Encryption check box to

disable hardware encryption (Figure 19-18).
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Figure 19-18 Clearing / enabling hardware compression

5. Click OK to save your changes.

Disabling data multiplexing
To disable data multiplexing, complete the following steps:

1. In the right pane of the CommCell Browser, right-click the storage policy copy for which

you want to configure multiplexing, and select Properties.
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2. From the Copy Properties (Media) window, clear the Enable Multiplexing check box

(Figure 19-19).
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Figure 19-19 Clear Enable Multiplexing
3. Click OK to save your changes.

Disabling software compression

To disable software compression, complete the following steps:

1. From the CommCell Browser, right-click the subclient for which you want to disable
software compression and then click Properties.

2. Click the Storage Device tab and under the Data Storage Policy tab, select the storage

policy from the Storage Policy list.
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3. Click the Data Transfer Option tab and select Off for the Software Compression option
for this subclient (Figure 19-20).
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Figure 19-20 Set software compression off
4. Click OK to save your changes

Disabling deduplication
To disable deduplication, complete the following steps:

1. From the CommCell browser, right-click the subclient for which you want to disable
software compression and then click Properties.

2. Click the Storage Device tab and, from the Data Storage Policy tab, select the storage
policy from the Storage Policy list.

3. Click the Deduplication tab and clear the Enable Deduplication check box for this
subclient (Figure 19-21).
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Figure 19-21 Disable deduplication
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4. Click OK to save your changes.

Configuring multiple streams for backups and changing the maximum
number of data streams

You do not have to enable multistreaming if you have multiple mount points that point to the
same physical drive. For detailed steps about configuring multistreaming and about changing
the maximum number of data streams, go to the following website:

http://documentation.commvault.com/commvault/release 9 0 _0/books online 1/english_
us/prod_info/windows.htm?varl=http://documentation.commvault.com/commvault/release
~9 0 0/books_online_1/english_us/products/windows/config_adv.htm

You can configure the automatic definition of alternative data paths if multiple MediaAgents
share the ProtecTIER VTL. In the CommCell browser window, navigate to Storage Policies,
right-click the policy that you need to update, and select Properties. Navigate to the Data
Path Configuration tab of your Storage Policy Copy Properties window (Figure 19-22).

Copy Properties (Storage Policy: INLINE)

| | Media | advanced |
General | Retention |  DataPaths Data Path Configuration

CIF Bukomatically add new datapatl‘D \

" Use Alternate Data Paths

I~ "When Resources are Offline
| Immnediately
" After 0 fl hour(s) 10 fl rinube]s)
| d
[~ "When Resources are Busy,

| Immnediately
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oK I Cancel Help

Figure 19-22 Automatically add new data paths

Always use the “Use preferred data path” option when you define new alternative data paths.
Avoid using round-robin load balancing between the resources, as it has a negative impact on
the factoring ratio. This negative impact occurs because the load balancing is done on tape
drive pool level, not on the MediaAgent level.

For more information about configuring alternative data paths, see the CommVault official
documentation at the following website:

http://documentation.commvault.com/commvault/release 9 0 0/books online 1/
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19.3.3 Setting up backup and restore in an NFS environment

This section provides steps and best practices for configuring and setting up CommVault for
backup and restore in an FSI-NFS environment. It also provides CommVault parameters and
settings for best performance with ProtecTIER FSI-NFS

Adding a disk library

To add a disk library, complete the following steps:

1.
2.

From the Control Panel, double-click the Library and Drive Configuration.

Select the MediaAgents whose devices you want to detect or display from the Available
MediaAgents pane.

3. Click Add >> to move the MediaAgents to the Selected MediaAgents pane and click OK.

4. From the Library and Drive Configuration window, click the Start menu, select Add, and

then click Disk Library from the menu.

Write an alias for the new Disk Library and check the Automatically create storage
policy for the new data paths option.

6. Click OK. The Add Mount Path dialog opens for the Adding a shared mount path option.

7. In the Add Mount Path dialog, leave the Disk Device and Base Folder options as they

9.

are. Confirm that in the MediaAgent box the correct client is selected.

Click Local Path Folder and select the /<mountpoint> of the NFS export in the new window
that appears.

Click OK.

Defining the BackupSet and associating it with the storage policy
To define a BackupSet and associate it with a storage policy, complete the following steps:

1.

From the CommCell Browser, navigate to Client Computers — Client — FileSystem.
Right-click FileSystem and select All Tasks — Create new Backup Set.

2. Input the name of the new BackupSet.

3. Select the Storage Policy name, which is automatically created when you add a disk

library, from the Storage Policy drop-down list, and click OK.

Choose whether to create a backup schedule or not. For example, choose Do not
schedule, and click OK.

Right-click the BackupSet created and select All Tasks — Create new Backup
Subclient.

Input the name of the new subclient under the General tab of the subclient
properties dialog.

Add the file path that you want to back up under the Content tab of the subclient
properties dialog.

Under the Storage Device — Data Storage Policy tab of the subclient properties dialog,
select the Storage Policy name, which is automatically created when you add a disk
library, from the Storage Policy drop-down list.

Click OK.
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Best practices:

1. Have a total of 16 streams that are used by all BackupSets (one or more) with
ProtecTIER FSI-NFS.

2. The total number of streams per one BackupSet is the sum of all the streams started by
every subclient that is defined in this BackupSet.

3. By default, each subclient uses one stream. To change this default and configure the
number of streams per subclient, click the General tab under the subclient properties
dialog, select the Allow multiple data readers within a drive or mount point option,
and input the number of streams that you want in to the Number of Data
Readers option.

4. Make sure to configure the correct number of streams per individual subclient, the
correct number of subclients per individual BackupSet, and then the correct number of
BackupSets to align with the recommendation of total number of streams being 16.

5. If there is a need to run more than 16 streams per BackupSet, then be aware that the
maximum number of streams that are supported by each BackupSet is 16. This is a
Simpana limitation.

Disabling hardware and software compression and encryption
To disable hardware compression and encryption, complete the following steps:

1. In the CommCell Browser's right pane, click Policies — Storage Policies. Right-click the
storage policy that was created before and click Properties.

2. Click the Data Paths tab.

3. Click the data path for which you want to change the hardware compression and then
click Properties.

4. From the Data Path Properties dialog box, clear the Hardware Compression check box
to disable hardware compression. Clear the Use Hardware Encryption check box to
disable hardware encryption.

5. Click OK to save your changes.

To disable software compression, complete the following steps:

1. From the CommCell Browser, right-click the subclient for which you want to disable
software compression and then click Properties.

2. Click the Storage Device tab and, under the Data Storage Policy tab, select the storage
policy from the Storage Policy list.

3. Click the Data Transfer Option tab and select Off for the Software Compression option
for this subclient.

4. Click OK to save your changes.

Configuring the chunk size
To configure the chunk size, complete the following steps:

1. In the CommCell Browser's right pane, click Policies — Storage Policies. Right-click the
storage policy that was created before and click Properties.

2. Click the Data Paths tab.
3. Click the data path that you want to change and then click Properties.

4. From the Data Path Properties dialog box, select Use specified value option in Chunk
Size area and set it to 8192 MB.
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Note: The Chunk size recommendation is no longer relevant when using ProtecTIER
PGA V3.3.3 or later. From this code level and higher, there is no recommendation to
limit the backup file size, and in fact the bigger the better

5. Click OK to save your changes.

Disabling data multiplexing
To disable data multiplexing, complete the following steps:

1. In the right pane of the CommCell Browser, right-click the storage policy copy for which
you want to configure multiplexing, and select Properties.

2. From the Copy Properties window, clear the Enable Multiplexing check box.

3. Click OK to save your changes.

Disabling de-duplication
To disable deduplication, complete the following steps:

1. From the CommCell browser, right-click the subclient for which you want to disable
software compression and then click Properties.

2. Click the Storage Device tab and, from the Data Storage Policy tab, select the storage
policy from the Storage Policy list.

3. Click the Deduplication tab and clear the Enable Deduplication check box for
this subclient.

4. Click OK to save your changes.

Configuring device streams
To configure device streams, complete the following steps:

1. In the CommCell Browser's right pane, select Policies Storage Policies. Right-click the
storage policy that was created before and click Properties.

2. Click the General tab and set Device Streams to 16.

3. Click OK to save your changes.

Notes:

CommVault requires that the number of streams that are configured in the Storage Policy
should be equal to or greater than the specified number of data readers that are defined
per subclient. If you need more than 16 streams in your subclients, this setting should

be adjusted.

You do not have to enable multistreaming if you have multiple mount points that point to
the same physical drive. For detailed steps about configuring multistreaming and about
changing the maximum number of data streams, contact CommVault support or review the
documentation available at the CommVault website, found at:

http://documentation.commvault.com/commvault/release_9 0 _0/books_online_1/engli
sh_us/prod_info/windows.htm?varl=http://documentation.commvault.com/commvault/r
elease 9 0 0/books online_1/english_us/products/windows/config_adv.htm
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Configuring semaphores of media agent OS
For detailed steps about configuring the number of Linux Semaphores, contact CommVault
support or review the documentation available at the Commvault's website, found at:

http://documentation.commvault.com/commvault/release_9 0_0/books_online_1/english_
us/prod_info/linux.htm?varl=http://documentation.commvault.com/commvault/release 9
_0_0/books_onTine_1/english_us/products/Tinux/config_adv.htm#Configuring_the_Kerne
1_Parameters

Note: This setting is only required on a Linux Media Agent system.

Performing a backup
To perform a backup, complete the following steps:

1. From the CommCell Browser, click Client Computers — Client — FileSystem.

2. Choose the BackupSet, right-click the subclient that you want to back up, and select
Backup.

3. Click Full and Immediate backup, and then click OK.

Performing restore
To perform a restore, complete the following steps:

1. From the CommCell Browser, click Client Computers — Client — FileSystem —
defaultBackupSet.

Right-click the default subclient, and then click Browse Backup Data.

Select Browsing time or Browse the Latest Data backedup. Click OK.
Expand Default Backup Set and right-click the folder that you want to restore.
Click Restore Current Selected or Restore All Selected.

o ok~ 0D

In the window that opens, choose whether you want to overwrite files and the restore
destination, either to the same folder or a different destination path.

7. Click OK.
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19.3.4 Parameters for best performance with ProtecTIER FSI-NFS

Table 19-1 shows all the required and recommended settings for ProtecTIER best practices

with CommVault.

Table 19-1 Recommended settings for ProtecTIER with CommVault

Component

Parameter

Value

Data path properties

Hardware

Disabled (Not

Compression

Compression checked)
Use Hardware Disabled (Not
Compression checked)
Chunk Size use Enabled (Checked)
specified value 8192 MB @
(8 GB)
Copy properties Enable Multiplexing | Disabled (Not
checked)
Data Transfer option Software Off

Deduplication tab Enable Disabled (Not
Deduplication Checked)
General tab of the Storage Device Streams 16b¢
Policy Properties
d

Media Agent OS Properties | Number of Linux
Semaphores

a. The Chunk size recommendation is no longer relevant when using
ProtecTIER PGA V3.3.3 or later. From this code level and higher there
is no recommendation to limit the backup file size, and in fact the
bigger the better.

b. The number of streams that are configured in the Storage Policy
should be equal to or greater than the specified number of data
readers.

c. You do not have to enable multistreaming if you have multiple mount
points that point to the same physical drive. For detailed steps about
configuring multistreaming and about changing the maximum number
of data streams, contact CommVault support or review the
documentation available at the CommVault website, found at
http://documentation.commvault.com/commvault/release_9_0_0/bo
oks_online_1/english_us/prod_info/windows.htm?varl=http://doc
umentation.commvault.com/commvault/release 9 _0_0/books_online
_1/english_us/products/windows/config_adv.htm.

d. This setting is only required for Linux Media Agent system. For
detailed steps about configuring the number of Linux Semaphores,
contact CommVault support or review the documentation available at
the Commvault's website, found at
http://documentation.commvault.com/commvault/release 9 0 _0/bo
oks_online_1/english_us/prod_info/linux.htm?varl=http://docum
entation.commvault.com/commvault/release_9 0 0/books_online_1
/english_us/products/1inux/config_adv.htm#Configuring_the_Ker
nel_Parameters.
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Part 4

Application
considerations

This part describes settings and parameters that are modified for optimum deduplication
ratios and performance when you work with specific data types. The applications that we
focus on are RMAN Oracle, Lotus Domino, Microsoft Exchange, Microsoft SQL Server, DB2,
and VMware.

This part describes the following topic:

» Application considerations and data types
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Application considerations and
data types

This chapter described guidelines for the settings and parameters that are modified in your
applications, and specific data types for optimal performance and deduplication
factoring ratios.

This chapter describes the following topics:

Lotus Domino
Microsoft Exchange
Microsoft SQL Server
DB2

Oracle

SAP

VMware

vVVvyVvYyvYyYYvYyYYyvYyYy

Readers of the relevant sections should be familiar with the backup and restore concept of
the managed application or data type. Therefore, we do not give detailed steps about how to
configure backup applications.
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20.1 Lotus Domino

This section describes the settings and parameters that should be modified in Lotus Domino
environments to enable the optimal factoring for the ProtecTIER product.

20.1.1 Common server

Lotus Domino employs a common email or application server for several members of the
company or network. Clients usually run backup policies from the common server (the
Domino server) that stores all the data on the physical or virtual tape.

Domino servers in enterprise or secured environments are configured in application clusters.
In contrast, the server-based clusters and the shared storage resources that are assigned to
the application are available on both (or more) cluster nodes simultaneously. Access to the
them is fully controlled by the clustered applications, in our case, Domino servers.

In Domino mail environments, there is typically a configuration of active-active clusters,
where each Domino server is always active only on a dedicated node of the dual-node
cluster, never fails over, and both Domino applications control the same storage resources.
However, only the dedicated portion of the databases (set of mail files) is served at one time
by the single node. The common understanding of the application failover to the standby
cluster node does not apply in Domino environments. If there is a node failure, the application
that is running on a live node takes full management control over all portions (all mail files) of
storage resources instantaneously.

From the Lotus Domino functional perspective, there are the following categories of Domino
server installations:

» An email server that supports Lotus Notes, IMAP, POP3, SMTP, and WebMail access
(IBM iNotes®).

» An application server where the Lotus Notes client provides the application run time.

» A database server that offers Notes Storage Facility.

» A web server that allows Lotus Notes clients to access the data through a web browser.
» A directory server for authentication services (hub/gateway).

» Instant messaging and web conferencing, also known as IBM Sametime®.

This section focuses on email, application, and database servers, which usually hold the most
amount of data in Domino server repositories. The other listed features are highly

transactional services with small amounts of data, and are therefore not optimal candidates
for ProtecTIER deduplication.

20.1.2 Legacy backup and disk space usage

316

Running the legacy backup commands and using the general recommended methods cause
a low factoring ratio of the data even if the change is low. These actions reduce the benefit of
using the ProtecTIER solution and disk space usage.

The root cause is the inherent compaction of the database, which reshuffles Notes Storage
Format (NSF) files inside the database. Although this function reduces space usage from the
perspective of Lotus Domino, it also changes the layout and data pattern of every NSF.
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The next time that the ProtecTIER server receives blocks from these databases, they all look
unique, so the factoring ratio ends up being low. Ratios of 1:2 - 1:3 are possible in
environments with Lotus Domino Version 7. However, running compaction that is based on
the Domino DELETE operation is a best practice for Lotus Domino, so disabling it is not a
solution.

Simply stated, the compaction saves the primary expensive storage on Domino server and
increases the performance of mailbox operation, especially in clustered environments, so
there is no single client that wants to disable it.

An additional factor to consider regarding deduplication efficiency are the methods that are
used to store email attachments. Working documents are compressed and archived by one of
the widely available compression tools, and are converted to the file formats zip, rar, tar, 7z,
and others, which do not factor optimally. The same is true for media files in email
attachments, such as compressed pictures (jpg and gif), movies (mpg, mov, and avi), or
music (mp3).

20.1.3 Domino attachments and object service

Deduplication can be improved by using a new feature in the Domino environment that is
called Domino Attachment and Object Service (DAOS). DAOS removes all the email or
application attachments from the Notes Storage Format (NSF) files and stores them
separately in the server file system in a single occurrence as a Notes Large Object (NLO).
Figure 20-1 and Figure 20-2 on page 318 show examples of a dedicated storage repository
for NSF and NLO objects. This feature has been available since Domino Version 8.5.
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Figure 20-1 The location of mail files in Domino storage
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Figure 20-2 The folder structure of DAOS attachments

DAOS divides the database objects into two categories of items:

» .NSF files (database items)
» .NLO files (attachment items)

The NLO holds only one instance of each attachment and the multiple NSF files that contain
relevant metadata links, and reuses it. DAOS reduces the impact of using the DELETE option
because the DAOS layout does not hold each attachment multiple times. This arrangement
mitigates the compaction effect and the NLO change is marginal.

Backing up the NLO files in the DAOS repository can be done either while the Domino server
is down, or when it is up and running. The backup does not require the usage of any Domino
APl-based utilities. After the NLO files are initially written, Domino never modifies their
contents, so the backup mechanism does not work around file-write activity. NLO files can be
backed up as with any other generic files in the file system. Only the NLO files that are
complete and not in the process of being written to or renamed must be backed up. Any files
that are busy can be skipped until the next backup job runs. Most backup applications
automatically skip files that they cannot read because of other activity.

Important: If Domino is running during a backup process (online backup), it is important to
first back up all NSF files before you proceed with the NLO backup because the metadata
references in the NSFs are related to the newly detached NLO files.
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In typical Domino environments, there are dedicated and independent processes that are
used to back up NSF and NLO files. The NLO file is just a flat file on the disk, while the NSF
file is considered to be in database format, which means different tools are used to back up
each of the files (for example, Tivoli Data Protection for Mail, in contrast with the Tivoli
Storage Manager Backup/Archive client). It is obvious that operating system flat file backups
are not retained in the backup server for the same period as online backups of Domino

NSF files.

Important: Ensure that the retention period of NLO file backups is at least the same or
longer than the longest retention period used for online backups of NSF files (monthly,
quarterly, or yearly backups).

Domino incorporates the feature to keep NLO files on disk for a period after the link to
them becomes invalid and the NLO files are not needed anymore. If this DAOS retention
period is longer than the backup retention of NSF files in a backup server, the previous
statement does not apply. This case is the only exception where backup retention on NLO
files does not play a role. A backup copy is never used for the restoration of mail files with
detached data, and the relevant NLO file is still retained on the disk by DAOS. However,
the minimal backup retention is still needed to protect data against a disaster or file system
corruption.

The disk footprint savings with DAOS apply to the backup processing as well. The NLO files
represent the static data that used to be in the NSF, and was backed up every cycle even
though it had not changed. In a typical mail environment, a large reduction in the NSF
footprint, plus a small amount of NLO data, translates almost directly into a reduction in the
backup footprint. Not only is the duplicate data eliminated, the mail file data is separated into
static and dynamic components. By applying an incremental backup regimen to the static
NLO data, only the NLO files that were created since the last backup cycle need to be
processed. Those files typically represent a small amount of data compared to the entire set
of NLO files.

In the incremental backup case, duplicate NLOs are not backed up again. Thus, the space
savings from DAOS are directly proportional to the number of duplicate NLOs seen in the
environment, and the backup time savings is the product of the space that is saved and the
backup throughput.

The ProtectTIER server greatly benefits from this whole behavior. We have seen a factoring
ratio of 3 - 5 times higher than before the DAOS is enabled.

20.1.4 Applying the DAOS solution

Run the DAOS Estimator Tool by running the DA0Sest command in the Domino server
console to assess the benefit of using DAOS. Perform this action outside of your office hours,
as the estimation procedure impacts the server performance, especially mail servers with
hundreds to thousands of users.
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The histogram result of the estimation job is shown in Example 20-1, where the top line gives
the number of files with the specific size of the detachment threshold (bottom line) and what
this result represents in percentage of all attachments (middle line).

Example 20-1 Relative and percentage numbers of attachments of different size

The summary of the estimation process is also shown in different form in Example 20-2 on
page 322.

Before anything is done with DAOS, there are some prerequisites that must be addressed.
These prerequisites might not all apply in your situation, but it is important to verify them to
ensure that any changes that are needed can be accommodated. These items are all
requirements for enabling DAOS, and are not optional.

Consultation: Before you implement DAOS, consult with your Domino representative.

Here are the prerequisites:
» Disable SCOS Shared mail.

The Single Copy Object Store (SCOS) is an older approach to attachment consolidation.
This feature is not compatible with DAOS and must be disabled before you enable DAOS.

» Disable NSFDB2.

The NSFDB2 is a feature that you can use to store NSF data in DB2 running either on the
same or a different server. This feature is also not compatible with DAOS and must be
disabled on every NSF application that participates in DAOS.

» Upgrade Domino server.

Although DAOS was introduced in Domino V8.5.0, many important stability and
performance improvements were made in subsequent releases. Hence, all new DAOS
deployments should use Domino 8.5.3 or later.

» Enable transaction logging.

The DAOS depends on transaction logging for correct operation. Because DAOS must
update several locations simultaneously, it is important that all those updates succeed or
fail (and are later rolled back) as a unit.

» Adjust backup/restore processes.

You must have reliable backup and restore procedures in a production environment to
avoid the possibility of data loss. DAOS adds some complexity to the backup and restore
process, so you must have a well-established backup and restore foundation for DAOS.
Transaction logging introduces some additional features that provide even better
recovery options.

» Upgrade Names.nsf design.

The design of the Names.nsf file was changed to accommodate DAOS, and the Server
document has a new tab that covers the DAOS settings. Names.nsf must use the new
pubnames.ntf template on all Domino servers that are enabled for DAOS.
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20.1.5 ProtecTIER considerations

In contrast to the general recommendations for DAOS deployment on Domino servers, here
we summarize the best practices or limitations that apply when the ProtecTIER deduplication
solution for backup and recovery is in place:

» Disable NLO compression.

The mail attachments that are represented by NLO files use a certain amount of disk
space on the Domino server. Domino administrators tend to enable one of the available
compression techniques on the attachments in NFS files. If no attachment compression is
enabled on the NSF files, or if Huffman compression is being used, then enabling LZ1
compression can save a significant amount of disk space. Run compact -ZU to enable

LZ1 compression.

Tip: Avoid using the -ZU flag during compaction to achieve the best factoring ratio.

» Disable design and data document compression.

Another Domino space-saving feature is design and data document compression.
Enabling these compression forms can also save disk space, but they have a negative
impact on deduplication results in the ProtecTIER server. The savings from these features
are independent from DAOS and do not achieve the level of savings that you can make
with the ProtecTIER solution.

Tip: Do not compress Design and Data documents.

» Consider the compacting frequency.

Compacting less frequently is not popular with Domino administrators. However, it does
not have a significant impact on the performance of a Domino server, mailboxes, or the
storage capacity that is used by the Domino server. Complicating factors are backups with
retention periods and the database file unique identifier, also called Database Instance
Identifier (DBIID). When the DBIID is changed by running a compact job (which is the
default action, unless the -b parameter is not specified), a Domino server always
considers this database as eligible for full backup, regardless whether the next backup job
is scheduled as an incremental only.

With a backup schedule that consists of weekly full backups (during the weekend) and
daily incremental backup of databases with a changed DBIID (during weekdays), you
should perform compact jobs on a weekly basis before the full backup occurs. This setup
has a positive effect on the ProtecTIER factoring ratio.

Tip: Schedule compact jobs less frequently and ensure that they always complete
before the next full (or selective) backup of NSF databases. Incremental backup does
not back up Domino NSF files, unless the DBIID has changed.

» Compact only selected databases.

Not all Domino databases must be compacted regularly. If the percentage of white space
(unused space) in the database is, for example, less than 10% of the mailbox size,
consider excluding this database from the compaction. The space savings of such a
compact job is negligible, but your factoring ratio decreases. Use the -S 10 option to direct
the compact task to databases only with 10% or more of the white space. The database
DBIID still changes, unless the -b option is not used.
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Tip: Do not compact databases that use storage space efficiently.

» Disable encryption of attachments.

When access to server resources is restricted to responsible personnel only and there is
minimal or no risk of data exposure, Domino administrators should disable encryption on
detached email attachments (NLO files). The enabled encryption has a negative impact
on the ProtecTIER factoring ratio, as each block of data that is sent to the ProtecTIER
server behaves as a unique block of data. Although the encryption is enabled by default,
you can disable it by adding the following parameter to the Notes. ini file:

DAOS_ENCRYPT_NLO=0

The setting cannot be changed retroactively, and the only way to remove encryption from
an existing DAOS installation is to completely disable DAOS.

Encryption: The encryption has a negative impact on factoring ratios. Disable it
if possible.

Define the appropriate thresholds of the DAOS process.

If the attachment is larger than the minimum participation size, it is stored in the DAOS
repository. If it is smaller, it is still stored in the NSF, as it would be without the DAOS
feature enabled.

Choosing a size that is too large results in too few attachments being stored in DAOS (low
yield), which reduces the savings that DAOS can offer and the ProtecTIER product can
benefit from. Conversely, choosing too small of a size can result in a high yield, resulting
in an unmanageable number of files in the DAOS repository.

The statistics in Example 20-2 show the DAOS minimum size versus the number of NLOs
and disk space that is required.

Example 20-2 DAOS minimum size versus the number of NLOs and disk space

0.0 KB will result in 429864 .nlo files using 180.7 GB
4.0 KB will result in 363502 .nlo files using 136.6 GB
8.0 KB will result in 343758 .nlo files using 130.5 GB
6.0 KB will result in 310129 .nlo files using 128.2 GB
2.0 KB will result in 274818 .nlo files using 119.4 GB
4.0 KB will result in 113402 .nlo files using 110.4 GB
MB will result in 22456 .nlo files using 85.8 GB
MB will result in 3906 .nlo files using 47.9 GB
0.0 MB will result in 448 .nlo files using 17.6 GB
100.0 MB will result in 22 .nlo files using 3.8 GB

1
3
6
1.0
5.0
2

Look for a value that yields about 80 - 90% of the theoretical maximum of the DAOS
repository size. Although that value might sound low, it is generally the best trade-off
between the DAOS benefits and the resulting number of files.

Hint: Determine the appropriate DAOS size when the attachment is offloaded from the
NSF to the NLO file.
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20.1.6 Preparing Domino databases for DAOS

The task of preparing Domino databases for DAOS should be performed only once. To
accomplish this task, complete the following steps:

1. Depending on your operating system, choose the most appropriate procedure:

a. If the Domino server is running Windows, click Start —» Programs — Lotus
Applications — Lotus Domino Server.

b. If the Domino server is running UNIX, enter the following command at the
command-line interface (CLI):

/opt/lotus/bin/server
2. Double-click nTnotes.exe, and go to the workspace window.
3. Browse for the names.nsf file. The location is usually E:\Lotus — Domino — Data.

4. Click Configuration — Servers — All Server Documents. Then, open the document
that is related to your Domino server.

5. Double-click the page to change it to edit mode, and select the Transactional
Logging tab.

6. Set the following parameters:

— Log path: logdir.
— Logging style: Circular.
— Maximum log space: 512M.

7. Save your parameters and close the window.

8. Shut down the Domino server by entering the following command at the CLI:
exit <password>

9. Add the following line to the notes. ini file:
CREATE_R85_DATABASE=1

10.Start the Domino server again and use the password.

Starting time: For the initial startup sequence after you make these changes, it might
take several minutes for the start sequence to run.

11.Complete steps 5 - 7 to edit the server document again. Open the DAOS tab. You might
need to scroll to the right to see the tab.

12.Update the following parameters:

Store Attachments in DAOS: ENABLED.
Minimum size: 4096.

DAOS base path: daos.

Defer deletion: 30 days.

13.Restart the Domino Server by entering the following command at the CLI:

restart server [password]

In the next compaction, you see the DAOS directory that is created in the Domino data
directory. Within that directory, you see the following entry:

0001/<really_long_name>.nlo
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20.2 Microsoft Exchange

This section describes the recommended settings for the Microsoft Exchange (Exchange)
environment to improve the backup throughput and the factoring ratio of the ProtecTIER
server. The examples that are used in this section are based on IBM Tivoli Storage Manager,
but the recommended settings apply to most enterprise backup applications. Some of the
settings might not be available in other backup applications. Contact the backup application
provider for additional information.

20.2.1 Defragmentation

Defragmentation is commonly used in the Microsoft Exchange environment to recover the
disk efficiency of fragmented disks. The defragmentation process rearranges the data that is
stored on the disk and creates continuous storage space. There are two types of
defragmentation processes: online defragmentation and offline defragmentation.

Online defragmentation

The online defragmentation process removes objects that are no longer being used while
Exchange databases remain online. Before Microsoft Exchange 2010, the online
defragmentation ran as part of daily Mailbox database maintenance, although this Mailbox
database maintenance could be scheduled to run at different times.

In Exchange 2010, online defragmentation is separated from the Mailbox database
maintenance process and it runs continuously in the background. Additional details about
database defragmentation are available in the topic “New Exchange Core Store Functionality”
at the following website:

http://technet.microsoft.com/en-us/1ibrary/bb125040.aspx#NewESE

Offline defragmentation

Offline defragmentation is a manual process that creates a database file and copies database
records without the white space from the original database file to the newly created database
file. When the defragmentation process is complete, the original database is removed and the
new database file is renamed as the original.

Offline defragmentation is not part of regular Mailbox database maintenance. It can be done
only when the Mailbox database is in an offline state, and this action requires much storage

space, as both the original database file and newly created database file must coexist on the
disk during the defragmentation process.

20.2.2 Recommendations for Microsoft Exchange

Here are the recommended processes and settings of the backup applications to optimize the
performance and factoring ratio of the ProtecTIER server:

» Perform a daily full backup instead of daily incremental backups where only transaction
logs are backed up.

» Create one backup job for each database (or for each storage group) without
multistreaming to keep similar data blocks in the same stream.
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» Create concurrent backup jobs if there is more than one database (or more than one
storage group) within the Exchange servers to improve overall backup throughput.
Example 20-3 shows how to create different backup jobs for different databases in Tivoli
Storage Manager. Remember to increase the number of mount points for the client node if
multiple databases are housed in one Exchange server.

Example 20-3 Create multiple backup jobs for different databases with Tivoli Storage Manager

TDPEXCC BACKup <Storage Group 01/ Mailbox Database 01> full
TDPEXCC BACKup <Storage Group 02/ Mailbox Database 02> full
TDPEXCC BACKup <Storage Group 03/ Mailbox Database 03> full

» Disable compression and encryption within Exchange databases and backup applications.

» If personal archive files (.pst) are backed up, do not enable compression and encryption
whenever possible.

» Allow a longer interval for an online defragmentation process, for example, reschedule the
daily database maintenance to be on a weekly basis.

v

Consider a LAN-free backup that allows data to be sent directly to storage devices.

20.2.3 Microsoft Exchange 2010

Because the online defragmentation is moved out from the daily maintenance process and it
runs continuously in background, there is no option to disable or schedule online
defragmentation. This situation impacts the factoring ratio. However, we do expect
deduplication for Exchange 2010 because Single Instance Storage (SIS) is no longer
supported in Exchange 2010. You can find more information about SIS in the Microsoft
Exchange team blog at the following website:

http://msexchangeteam.com/archive/2010/02/22/454051.aspx

20.3 Microsoft SQL Server

This section describes the recommended settings for the Microsoft SQL environment to
improve the backup throughput and factoring ratio of the ProtecTIER server. The examples
that are used in this section are based on Tivoli Storage Manager, but the recommended
settings apply to most enterprise backup applications. Some of the settings might not be
available in other backup applications. For more information, contact the backup
application provider.

20.3.1 Integrating the ProtecTIER server with Microsoft SQL Server backup

A ProtecTIER server can be integrated with traditional backup applications, or with the native
SQL server backup utility to back up the Microsoft SQL server.

To back up a Microsoft SQL server with traditional backup applications, such as Tivoli
Storage Manager, the ProtecTIER product can be deployed as a Virtual Tape Library (VTL),
OpenStorage (OST) (with NetBackup), or the FSI to work in conjunction with the backup
applications. To back up the Microsoft SQL Server with the native SQL server backup utility,
the ProtecTIER product can be used as CIFS shares through FSI deployment. We describe
the recommended ways to integrate the ProtecTIER server with different backup methods in
the following sections.
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Using native SQL Server backup

You can back up the Microsoft SQL Server with the native SQL server backup and restore
utility, where data files can be backed up directly to backup media without using third-party
backup applications. The backup media can be disk or tape devices. Most administrators
choose to back up to disk instead of to tape devices because the native SQL server backup
does not have a tape media management capability like other backup applications. The
ProtecTIER product can be deployed as an FSI that provides CIFS shares to a Microsoft SQL
server, and the native SQL server backup can use the CIFS share as the destination

(Figure 20-3).
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Figure 20-3 Use the ProtecTIER CIFS share as the destination of the SQL native backup

For more information about ProtecTIER FSI, see Chapter 4, “ProtecTIER File System
Interface: General introduction” on page 53.

Using third-party backup applications

Most backup applications support Microsoft SQL backup through an SQL backup agent, for
example, IBM Tivoli Storage Manager Data Protection for Microsoft SQL Server. Backup
applications use the ProtecTIER server as tape devices, file devices, or disk storage as
backup destinations during the backup server configuration. For details about how to
integrate the ProtecTIER server with different types of back-end storage, see Part 2,
“Back-end storage subsystems” on page 123.

20.3.2 Index defragmentation

The Microsoft SQL Server maintains indexes to track table updates, and these indexes can
become fragmented over time. Heavily fragmented indexes might affect the database query
performance, so Microsoft SQL Server uses a defragmentation feature to reorder the index
row in continuous pages.
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The defragmentation process rebuilds the indexes by compacting the index pages and
reorganizing the index rows. This process results in the indexes being seen as new data
blocks in backup streams, which can impact the deduplication process that identifies unique
data at block level.

Index defragmentation can adversely affect database workload performance. You should
perform index defragmentation only when it is necessary. Before you defragment, see the
topic “Microsoft SQL Server 2000 Index Defragmentation Best Practices” at the

following website:

http://technet.microsoft.com/en-us/1ibrary/cc966523.aspx

20.3.3 Recommendations for Microsoft SQL Server

Here are some suggestions for the Microsoft SQL Server to improve the backup throughput
and deduplication ratio of the ProtecTIER server:

» Perform full backups whenever possible.

» When you use the ProtecTIER server as CIFS shares, always use the Universal Network
Convention (UNC) path instead of the Windows mapped drive to ensure that the correct
CIFS shares are used, and to avoid the Windows connection timeout issue.

» Do not schedule index defragmentation on a regular basis. Perform index defragmentation
only when it is necessary.

» Disable compression and encryption within the Microsoft SQL server and
backup applications.

» Limit the number of backup streams to one stream for one database backup, or one
stream per physical volume, if one single large database is split into multiple physical
volumes. Setting the stream to 1 gives the best factoring ratio, but it might impact overall
backup performance. Set the number of the stream to the minimal number that does not
inhibit the performance by using the following option:

STRIPes=1

» Use a larger buffer size for a better deduplication ratio. Increase the buffer size slowly
from the default buffer size of backup application, but do not exceed the amount of buffer
that can be handled by the system memory.

» Limit the number of I/O buffers within a backup stream. Ideally, there should be two
buffers per stream, with one buffer for reading data from an SQL Server while the other is
for sending data to the backup applications, as shown by the following settings:

— BUFFer=2

— BUFFERSIze=1024
— SQLBUFFer=0

— SQLBUFFSIze=1024

20.3.4 LiteSpeed for SQL Server

LiteSpeed for SQL Server is a backup utility that compresses and encrypts the SQL database
before the data is stored in backup devices. The factoring ratio is greatly impacted if the data
is compressed and encrypted before it reaches the ProtecTIER repository. The ProtecTIER
product offers little deduplication benefit if LiteSpeed is used for SQL server backup.
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20.4 DB2

This section describes the settings and parameters that should be modified in DB2
environments to enable the maximum performance and optimum factoring for the ProtecTIER
server. It also explains why it is possible to combine DB2 compression together with
ProtecTIER deduplication.

Updating DB2: Update your DB2 to Version 9.7 Fix Pack 4 or later and use the
DEDUP_DEVICE option for backing up your database. This action results in the best
deduplication ratio. DB2 compression types are deduplication friendly.

20.4.1 Combining DB2 compression and ProtecTIER deduplication
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DB2 offers multiple options to use compression in conjunction with database rows, database
values, or both. Run the select tabname,compression from SYSCAT.TABLES command to
verify the settings for your database.

Table 20-1 shows which types of compression are available.

Table 20-1 DB2 compression types

SYSCAT.TABLES values | Compression type active

R Row compression is activated if licensed. A row format that supports
compression may be used.

V Value compression is activated. A row format that supports
compression is used.

B Both value and row compression are activated.

N No compression is activated. A row format that does not support

compression is used.

With DB2 compression, data within the database is compressed on a table-row basis. These
compressed rows are written to disk as DB2 pages with a default size of 4 K. Changes in a
DB2 database with compression enabled affect only the data within these specific DB2
pages; the changes do not affect the entire database because of block based compression,
which is different from traditional compression approaches. Also, after changes occur within
the database, only the changed pages are recompressed.

Effectively, compressed DB2 pages are not apparent to HyperFactor and a large sequence of
compressed pages factors well if they are not changed. There is no general penalty for using
compression within DB2. The data change rate affects our deduplication ratio; whether you
use compression or not, the behavior is the same.

Remember, even if DB2 compression does have a friendly synergy with ProtecTIER
deduplication, the full deduplication potential can be reached only with all sorts of data
reduction technology, such as disabled compression.

Warning: Using another form of compression with DB2 database backups, for example,
Tivoli Storage Manager compression or the compression feature of another backup
software, still impacts your achievable deduplication ratio.
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20.4.2 Upgrading the DB2 database to improve deduplication

The most recommended method for improving deduplication is to upgrade the DB2 database
to DB2 9.7 Fix Pack 4 or later to be able to use the DEDUP_DEVICE option. This special feature
improves the DB2 backup process to make it deduplication friendly. Update to DB2 9.7 Fix
Pack 4 or later. Only with this version or any later version can you experience the full benefit
of the optimized DB2 data handling for deduplication devices.

You can download DB2 Fix Packs for DB2, for Linux, UNIX, and Windows, and IBM DB2
Connect™ products from the following website:

http://www.ibm.com/support/docview.wss?uid=swg27007053

To fully understand the improvements of the DEDUP_DEVICE option, look at the default DB2
database backup behavior. When a DB2 backup operation begins, one or more buffer
manipulator (db2bm) threads are started. These threads are responsible for accessing data
in the database and streaming it to one or more backup buffers. Likewise, one or more media
controller (db2med) threads are started and these threads are responsible for writing data in
the backup buffers to files on the target backup device. The number of db2bm threads that is
used is controlled by the PARALLELISM option of the BACKUP DATABASE command. The number
of db2med threads that is used is controlled by the OPEN n SESSIONS option. Finally, a DB2
agent (db2agent) thread is assigned the responsibility of directing communication between
the buffer manipulator threads and the media controller threads. This process is shown

in Figure 20-4.
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Figure 20-4 DB2 backup process model
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Without the DEDUP_DEVICE option, data that is retrieved by buffer manipulator (db2bm) threads
is read and multiplexed across all of the output streams that are being used by the media
controller (db2med) thread. There is no deterministic pattern to the way in which data is
placed in the output streams that are used (Figure 20-5). As a result, when the output
streams are directed to a deduplication device, the device thrashes in an attempt to identify
chunks of data that are already backed up.
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Figure 20-5 Default database backup behavior

20.4.3 DB2 DEDUP_DEVICE setting

330

When the DEDUP_DEVICE option is used with the BACKUP DATABASE command, data that is
retrieved by buffer manipulator (db2bm) threads is no longer read and multiplexed across the
output streams that are being used by the media controller (db2med) threads. Instead, as
data is read from a particular table space, all of that table space’s data is sent to only one
output stream. Furthermore, data for a particular table space is always written in order, from
lowest to highest page. As a result, a predictable and deterministic pattern of the data
emerges in each output stream, making it easy for a deduplication device to identify chunks of
data that are already backed up.
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Figure 20-6 illustrates this change in backup behavior when the DEDUP_DEVICE option of the
BACKUP DATABASE command is used.
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Figure 20-6 Database backup behavior with the DEDUP_DEVICE option

When you use the DEDUP_DEVICE option, each table space is backed up to a dedicated tape
drive. Using a number of virtual tape drives that is equal or greater than the number of table
spaces you want to back up is recommended.

If the database contains table spaces larger than others (above 30% of the entire database
size), it prolongs the backup. If this situation affects the backup window, consult your DB2
support to assist you in splitting the larger table spaces and making them smaller. Also,
communicate this information to the DB2 database planning staff so that future deployments
can directly benefit of the improved deduplication without any drawback.

20.4.4 Example of DEDUP_DEVICE setting

Example 20-4 uses 16 tape drives to back up your 16 table spaces that ideally are of equal
size using Tivoli Storage Manager, in parallel, using the DEDUP_DEVICE option.

Example 20-4 Multistreamed backup of DB2

db2 backup db <database name> use tsm open 16 sessions dedup _device exclude Togs

This action results in the best possible deduplication ratio. With DB2 9.7 Fix Pack 4 and later,
the DB2 self-tuning capability is able to support this backup command by choosing all tuning
values automatically.
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20.4.5 Excluding logs from the DB2 database backup

Use the exclude logs parameter to avoid backing up your database logs to the same
destination as your database. Database logs tend to have a 100% change rate and therefore
have a negative impact on your overall HyperFactor ratio. Instead, redirect the archive logs
directly to storage with no further active data reduction technology. Using the include logs
parameter with the DB2 backup command results in archive logs being automatically added
to the backup images. This action causes different patterns in the backup streams and
reduces deduplication efficiency.

20.4.6 DB2 recommended settings without DEDUP_DEVICE
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Backing up to a deduplication device when the DEDUP_DEVICE option is not available can still
be optimized by applying some rules. The DB2 settings in Table 20-2 provide the best
deduplication efficiency for backing up without the DEDUP_DEVICE option.

Table 20-2 Recommended DB2 settings

DB2 parameter Recommended value Description

sessions/ Minimum? Change the value to read the

OPEN n SESSIONS data at the required backup
rate.

buffers/ Parallelism + sessions + 2 The numbers of buffers should

WITH num-buff BUFFERS be #sessions + #parallelism +2.

Also, the following calculation
must fit: (num-buffers *
buffer-size) < UTIL_HEAP_SZ
(UTIL_HEAP_SZ is the
database utility heap size).

buffer/ 16384 This value requires much

BUFFER buff-size memory. If this value be too

(specified in multiples of 4 KB much for your environment, use

pages) the largest possible BUFFER
value instead.

parallelism/ Minimum? Change the value to read the

PARALLELISM data at the required backup
rate.

a. Select the minimum value to allow an acceptable backup window time frame. A value of 1 is the
best for deduplication, but it might increase backup times in large multi-table space databases.

BUFFER setting: The large BUFFER size of 16384 is the setting with the most impact on
your HyperFactor deduplication. The bigger the BUFFER value is, the better your
deduplication ratio is.
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20.4.7 Example of DB2 command using sessions, buffers, and parallelism

Example 20-5 shows an example of a DB2 backup command using four sessions, eight
buffers, a buffersize of 16384, and a parallelism of 2.

Example 20-5 Database backup command

db2 backup db <databasename> use tsm open 4 sessions with 8 buffers buffer 16384
parallelism 2

Tip: Always use the same parameters for restore as you did for backup (number of
sessions, buffers, buffer size, and parallelism) to ensure maximum restore performance.

20.5 Oracle

Oracle Recovery Manager (RMAN) is a backup and recovery utility of Oracle databases. The
RMAN backs up Oracle databases directly to the disk or to other storage devices using
third-party backup applications. Backup applications interface with RMAN to back up Oracle
databases with various storage devices, such as tape, file system, or OST (if Symantec
NetBackup is used).

The ProtecTIER server can be deployed as a VTL, FSI, or as OST. For more details about
how to set up VTL, FSI, and OST, see Chapter 3, “Virtual Tape Library guidelines” on
page 37, Chapter 4, “ProtecTIER File System Interface: General introduction” on page 53,
and Chapter 6, “OpenStorage guidelines” on page 95.

This section describes the optimal settings and guidelines of RMAN to improve the backup
throughput and factoring ratio of the ProtecTIER solution.

20.5.1 Recommendations for RMAN settings

Here are some suggested settings for RMAN:

» Perform a daily full backup whenever possible. Performing a full backup enables the
simplest and fastest restoration.

» Enable ARCHIVELOG mode for your database. Run ARCHIVELOG as often as possible, and to
back up the archived logs as soon as possible.

» Disable compression and encryption within Oracle databases and backup applications.

» Disable or minimize multiplexing. Multiplexing enables RMAN to combine data blocks from
different files into a single backupset, which impacts the factoring ratio. RMAN
multiplexing is affected by the following two parameters:

— The FILESPERSET parameter determines how many files should be included in each
backup set. Set FILESPERSET=1 to send only one file per backupset in each channel
(backup stream).

— The MAXOPENFILES parameter defines how many files RMAN can read from the Oracle
source simultaneously. Set MAXOPENFILES=1 to prevent RMAN reading from more than
one file at a time.
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Example 20-6 shows a calculation of multiplexing with different FILESPERSET and
MAXOPENFILES settings.

Example 20-6 Calculation of multiplexing in RMAN

Scenario 1: FILESPERSET=6, MAXOPENFILES=3, number of data files=4
Multiplex = 3 (Limiting by the MAXOPENFILES setting)

Scenario 2: FILESPERSET=2, MAXOPENFILES=3, number of data files=4
Multiplex = 2 (Limiting by the FILESPERSET setting)

Scenario 3: FILESPERSET=8, MAXOPENFILES=4, number of data files=2
Multiplex = 2 (Limiting by the number of data files)

Scenario 4: FILESPERSET=1, MAXOPENFILES=1, number of data files=4
Multiplex = 1 (Limiting by the FILESPERSET and MAXOPENFILES settings)

» Increase the number of parallel backup streams to improve backup throughput. Ensure
that the number of ProtecTIER virtual tape drives that are available for Oracle backup
matches the number of parallel streams that are configured in RMAN. For example, this
value is enabled in the definition of the Tivoli Storage Manager client on the Tivoli Storage
Manager server by using the MAXNUMMP=32 parameter. Set PARALLELISM=32 (up to 64).

Figure 20-7 shows a case study that shows the factoring ratio and a backup throughput result
with different multiplexing and parallel channel settings. The result is taken from a case study
of Oracle database backup with Tivoli Storage Manager, and a 30-day retention period on
ProtecTIER virtual tape. A full backup that is performed on alternate days averages a 5%
data change rate between the full backups.

Hyperfactor Ratio vs Backup Throughput with Different RMAN settings with TSM
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Figure 20-7 Example of multiplexing and parallelism impact on the HyperFactor ratio
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Environmental variations: The parameters that are used in this test are not absolute
requirements. Different environments might produce different results, depending on the
data change rate and backup practices. Fine-tune the RMAN settings in your environment
gradually to get the settings that do not inhibit performance.

20.6 SAP

This section describes settings and parameters to be modified for optimum performance
when you are working with specific data types, such as SAP integrated with Tivoli
Storage Manager.

20.6.1 SAP introduction

SAP is an acronym for Systems Applications and Products. SAP provides a common
centralized database for all the applications that are running in an organization. The database
instance is a mandatory installation component for the installation of an SAP system.

SAP supports the following databases:

Oracle

MS SQL Server

IBM DB2 Universal Database™ for UNIX and Windows
SAP liveCache technology

MaxDB

IBM DB2 Universal Database for zZOS®

IBM DB2 Universal Database for iSeries

IBM Informix®

YyVyVYyVYVYVYYY

More database and operating system support information can be found in the Product
Availability Matrix (PAM) at the SAP Service Marketplace. A login is required to access SAP
Service Marketplace, which can be found at the following address:

http://service.sap.com/pam

20.6.2 Data protection for SAP

Data protection for the SAP server involves steps to protect all of the software components
that are needed by the SAP system to operate. The base components of the SAP server are
the operating system, the SAP application server, the database instance, and the data files.
Each component requires different data protection techniques.

The SAP system uses the relational database as main storage for all SAP data and meta
information. This main storage is the basis for the tight integration of all SAP application
modules and ensures consistent data storage. Data in the SAP database is unique for every
company, and if the data is lost, it cannot be simply reinstalled in the same manner as an
operating system is reinstalled. Therefore, it is important to take special care when you plan
the protection of the data that is stored in the SAP database.

Protection of the SAP database

The protection of the SAP database has two parts: protecting the database binary files and
configuration files, and protecting data that is stored in the data files.
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Database binary files and configuration files are typically backed up as part of the operating
system or file system backup. The backup of the database data files and other supporting
structures that are associated with SAP data should be performed by a dedicated tool that is
designed especially for the database backup. You can use database backup and restore
tools to perform backup and restore data in a consistent state.

The backup tools can also perform an online backup of the database and backup of the redo
log files just after the log files are archived. A backup of a database creates a copy of the
database's data files, control files, and, optionally, log files. It then stores these files on
backup media.

A consistent backup, also called an offline backup or cold backup, is a backup of all the data
files in the database that is taken when all interim changes are physically written to the data
files. With a consistent backup, partial changes from the log files that are not written to the
data files are not backed up. If you restore a database from a consistent backup, the
database is in a consistent state when the restore operation finishes. In addition:

» For an Oracle database, a consistent backup can be taken only when the database is shut
down for the entire duration of the backup procedure.

» For a DB2 Universal Database (UDB), a database must be deactivated, or the instance
must be stopped before the backup operation starts.

The database must stay inactive until the backup finishes. This action ensures that there are
no data changes on the database at the time the backup is being taken. A consistent backup
is always a backup of the entire database; it cannot be a partial or incremental backup.

You can take an offline backup by either using a dedicated database backup tool, such as
Oracle Recovery Manager, BR*Tools, the DB2 BACKUP command, or by using a non-database
backup tool, such as the Tivoli Storage Manager backup archive client. The dedicated
database backup tools ensure that all the objects that are required for the successful
database restore are included in the backup image. The database backup tool also ensures
that the location, time stamp, type, and other information about the backup copy is registered
in the repository, such as BR*Tools logs or a DB2 database history file. Using the metadata in
the repository, backup tools can perform an automatic restore that is based on the specified
time stamp without prompting for the backup images to restore and their location.

IBM offers products for both data protection and data retention and reduction. For example, in
the SAP environment, there are Tivoli Storage Manager for Enterprise Resource Planning
(ERP) and Tivoli Storage Manager for Database for data protection. For data retention, you
can use IBM DB2 CommonStore for SAP. Both solutions can use a Tivoli Storage Manager
server for the media manager.
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These solutions are illustrated in Figure 20-8.
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Figure 20-8 Backup and archival products

Tivoli Storage Manager for Enterprise Resource Planning (ERP), formerly known as Tivoli
Data Protection for SAP, is a component of Tivoli Storage Manager family that provides a
complete backup solution for SAP databases. The current version supports Oracle and
DB2 only.

The following features are available for Tivoli Storage Manager for ERP:

» Handles large amounts of data

Optimized processor usage that reduces the overall time for backup and restore
Optimized for an SAP environment

Supports multiple management classes

vYyy

Additional information: For more information about Tivoli Storage Manager for ERP, go
to the following website:

http://www.ibm.com/software/tivoli/products/storage-mgr-erp/
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20.6.3 Integration of Tivoli Storage Manager for ERP with SAP

Tivoli Storage Manager for ERP is fully integrated in to the SAP environment. The
communication between the backup and archive server is performed by an API called ProLE.
This API is shared with other Tivoli Data Protection products. ProLE runs as a background
process and provides communication with the Tivoli Storage Manager server. Figure 20-9
shows a sample architecture of Tivoli Storage Manager for ERP integrated with SAP.
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Figure 20-9 Tivoli Storage Manager for ERP sample scenario

Additional information: For more information about Tivoli Storage Manager for ERP, go
to the following website:

http://publib.boulder.ibm.com/infocenter/tsminfo/v6r3/index.jsp?topic=%2Fcom.ib
m.itsm.nav.doc%2Ft protect dperp.html

20.6.4 Tivoli Storage Manager for ERP for Oracle database

Tivoli Storage Manager for ERP is a client and server program that manages backups and
restores in conjunction with the Tivoli Storage Manager. With Tivoli Storage Manager for
ERP, it is possible to handle SAP database backups, and it includes the ability to manage
backup storage and processing independently from normal SAP operations. Furthermore,
Data Protection for SAP in combination with Tivoli Storage Manager provides reliable, high
performance, and repeatable backup and restore processes to manage large volumes of data
more efficiently.
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For Oracle databases, you have two options to implement a backup using Tivoli
Storage Manager:

» Tivoli Storage Manager for ERP using the BACKINT interface
» Tivoli Storage Manager for ERP using Oracle Recovery Manager (RMAN)

With the integration, it is possible to follow the ERP backup and restore procedures and to
use the integrated SAP database utilities BRBACKUP, BRARCHIVE, BRRESTORE, and SAPDBA for
backup and restore. Other SAP-related files (executable files) are backed up by using Tivoli
Storage Manager standard techniques for file backup and restore, for example, incremental
backup, file filtering, and point-in-time recovery.

Tivoli Storage Manager for ERP for Oracle using BACKINT

Using this feature, you can perform the traditional Oracle online backup with automation
provided by BACKINT. Figure 20-10 shows the data interface between Oracle Databases and
Tivoli Storage Manager for ERP for Oracle using the BACKINT interface.
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Figure 20-10 Tivoli Storage Manager for ERP for Oracle using BACKINT

The backup proceeds as follows:

1.
2.
3.

BR*Tools takes control.

BRBACKUP calls the Tivoli Storage Manager for ERP by using BACKINT.

BACKINT changes the table spaces to backup mode by running the following command:
alter tablespace <tablespace name> begin backup

BACKINT using Tivoli Storage Manager for ERP reads all the data files and saves them to
Tivoli Storage Manager server.

BR*Tools updates the catalog with information about the backed up data file.

Logs: BR*Tools logs are stored in the /oracle/<SID>/saparch directory.
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BRBACKUP automatically backs up the logs and profiles after every backup operation. In the
case of bare metal restore or disaster recovery, logs and profiles must be restored to enable
BR*Tools to restore data files. The process can be simplified if the logs and profiles are
backed up by a Tivoli Storage Manager backup archive client during the file system backup.

Using this method, the chosen data files are sent to Tivoli Storage Manager one by one. No
compression or block checking is performed at this level.

When a database is in backup mode, the amount of redo logs that are written to disk
increases because Oracle writes the entire dirty block to the disk, not just the updated data. In
some cases, when the backup routine fails for any reason, the data file remains in active
backup mode, which can cause some performance impact and additional 1/O to the disk.

Tivoli Storage Manager for ERP for Oracle using RMAN

Using this feature, you can take advantage of all the facilities that are provided by RMAN. In
general, RMAN is able to perform a backup in less time compared to the traditional backup
using BACKINT because RMAN sends only used data blocks (in an Oracle data file) to Tivoli
Storage Manager. The other interesting feature is block checking, which discovers bad blocks
as soon as they occur.

In addition, you can use the Oracle Recovery Manager (RMAN) utility to run some tasks that
are not provided by BR*Tools, such as incremental backups, releasing backup versions, and
catalog maintenance. Figure 20-11 shows the data interface between Oracle Database and

for Oracle for SAP using RMAN.

Tivoli Storage

Oracle database

Con

Data files

Manager server

— Oracle instance
—

— (server process)
trol files

?E_—___:___—_F e
Offline
\_redo logs

TSM for ERP

RMAN

SAP repository Repository catalog

- 2 ! _

—_— ———

forgiclef <si1>f
i
< _

—

fora_clea'«:sid>f
Sepbackup

Figure 20-11 Tivoli Storage Manager for ERP for Oracle using RMAN
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20.6.5 Tivoli Storage Manager for ERP for DB2

Tivoli Storage Manager for ERP for Oracle for DB2 was created to provide an intelligent
interface to manage backup and restore by using Tivoli Storage Manager. It is fully integrated
in to the SAP environment. The backup command DB2 BACKUP DATABASE and the restore
command DB2 RESTORE DATABASE are run at the DB2 CLlI, which calls the Tivoli Data
Protection for SAP for DBA module.

The backup and restore of the DB2 log files is provided by the BR*Tools commands
BRARCHIVE and BRRESTORE. In addition, you can use the Tivoli Storage Manager for ERP for
DB2 Tools BackOM and the built-in Log Manager. Figure 20-12 shows the data interface
between DB2 Databases and Tivoli Storage Manager for ERP for DB2.
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Figure 20-12 Tivoli Storage Manager for ERP for DB2

The archiving of DB2 offline log files is provided by the SAP tool BRARCHIVE. The retrieval of
DB2 offline log files is provided by the SAP tool BRRESTORE and by the Tivoli Storage Manager
for ERP tool BackOM. As of DB2 Version 9.X, offline log files can be archived and retrieved
with the DB2 built-in Log Manager.

The DB2 command line processor (CLP) interprets commands for the DB2 database and
passes control to a DB2 Server Process. In the case of Tivoli Storage Manager for ERP, the
LOAD <libraryname> option causes DB2 to start the Tivoli Storage Manager for ERP shared
library. This process runs during the backup or restore, loads the library dynamically, and
communicates with it through the Tivoli Storage Manager API. To start a backup or restore,
the DB2 CLP communicates with the DB2 Server Process, providing the server process with
the relevant information for processing the database.

Additional information: For more information about backup methodologies for SAP, see
SAP Backup using Tivoli Storage Manager, SG24-7686.
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All the backup solutions that are described in this section can be integrated with advanced
backup techniques, such as LAN-free backup, parallel transfer of backup data to and from
Tivoli Storage Manager server, or multiplexing.

Reduction of processing time: Implementation of these techniques can reduce backup
and restore times, and eliminate the impact of backup data transfers on LAN throughput.

20.6.6 SAP BR*Tools for Oracle using BACKINT
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SAP BR*Tools for Oracle is a package of utilities, developed by SAP AG to protect and
manage SAP data that is stored in Oracle databases. BR*Tools supports functions for online,
offline, partial, or full backups of database (BRBACKUP) and backups of archived redo logs
(BRARCHIVE). It provides functions for database restore and recovery (BRRECOVER

and BRRESTORE).

BR*Tools can be used not only for database recoverability tasks, but it can also serve as a
tool for creating homogeneous database copies, and can assist with database migration to
different platforms or database versions.

BRBACKUP is the BR*Tools utility that enables online or offline backup of database files (data
files, control files, and online redo log files). BRBACKUP can be used to back up individual data
files, table spaces, or the entire Oracle database. BRBACKUP also backs up the BR*Tools
configuration profiles and logs that are required for the database’s disaster recovery.

The smallest unit that can be saved with BRBACKUP is a file. You can use BRBACKUP for backing
up both files in the database and non-database files and directories. Use the backup_mode
command from the Initialization Profile init<DBSID>.sap file or the command option brbackup
-m| -mode for this purpose.

Before the offline backup is taken, BRBACKUP automatically closes the database and opens it
when the backup is accomplished. BRBACKUP can also change the status of the table space to
be backed up to BEGIN/END BACKUP.

You can also instruct BRBACKUP to use software compression. The software compression
client can enhance the backup, especially if the network is slow.

Compression: If you plan to send data to a ProtecTIER server, do not enable software
compression; it might affect the overall deduplication ratio.

The most frequently used BRBACKUP function is a full database backup. Example 20-7 shows
an example of running BRBACKUP.

Example 20-7 Online backup by using the databases BRBACKUP tool

$su - cptadm
$BRBACKUP -c -u / -t ONLINE_CONS -m FULL -p /oracle/CPT/102_64/dbs/initCPT.sap

You can perform a full backup by running BRBACKUP with the following options:
» The mode option (-mode/-m) is set to FULL or ALL.

» You can start a full backup either in online mode (-type/-t online_cons) or in offline
mode (-type offline). In the case of the online_cons type, the offline redo log files that
are generated during the full backup are also backed up to the same media.
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» The backup storage media is defined by the BR*Tools profile file that is specified by the
BRBACKUP parameter -profile/-p.

» The user name and password that is used by BRBACKUP to log on the Oracle database
system is specified by the parameter -user/-u. If you are working as a DBA user that is
authenticated to the database by the OS ($OPSuser), you can use “/” as value of
this parameter.

The parameter “~-confirm/-c” stands for an unattended mode, which is mostly used in the
backup scripts, so BR*Tools does not prompt you for confirmations.

Archived redo log backup functions

BRARCHIVE provides functions for offline redo log files backup in Oracle databases that run in
archiving mode. If archiving is enabled, a database cannot overwrite an active log file until the
content is archived. Whenever an active redo log is filled, the database performs a log switch
and starts writing to another log file. The full redo log files are archived by Oracle background
processes into the archivelog directory.

The redo log is the most important database component for a recovery from a crash, media
failure, or user failure. Therefore, at least the production databases should be configured in
archiving mode. To prevent the archivelog directory from filling up, BRARCHIVE should be ran
periodically to move the offline redo logs from the archive directory to the

backup media.

BR*Tools and Tivoli Storage Manager for ERP - Oracle

BR*Tools interacts with Tivoli Storage Manager for ERP - Oracle through the BACKINT
interface. The communication of BR*Tools and BACKINT occurs as follows:

1. The BR*Tools utility BRBACKUP informs Oracle of what data must be backed up and puts
the database into the correct backup state (online or offline backup).

2. BRBACKUP calls Tivoli Data Protection for ERP using the BACKINT interface with a list of all
files to be backed up.

3. Tivoli Data Protection for ERP reads all the requested files from the database and reports
back to BRBACKUP. BRBACKUP adds these files to the repository that contains all processed
backups.

4. BACKINT transfers the data to the Tivoli Storage Manager server by using the Tivoli
Storage Manager Client API.

5. The BR*Tools updates the repository that contains information about the status of
the files.

BR*Tools configuration
To configure BR*Tools, complete the following steps:

1. The BR*Tools configuration is stored in the init<SID>.sap initialization profile file. The
configuration file contains parameters that affect the performance of backup and restore
functions. The default location of the file is <ORACLE_HOME>/dbs (UNIX) or
<ORACLE_HOME>\database (Windows).

2. Some parameters that are specified in the profile can be overridden if the BR*Tools
programs are called with different command options. In the BR*Tools profile, you can
specify the backup adapter that is used to transfer data (cpio, BACKINT, or RMAN).

3. If you set up BR*Tools to use the BACKINT adapter, you need to reference the appropriate
BACKINT profile (*.utl file) in the BR*Tools profile. If you want to instruct BR*Tools to use
Oracle RMAN, you must define the RMAN channel parameters in the BR*Tools profile.
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4. The configuration profile of Tivoli Storage Manager for ERP is defined in the
init<SID>.ut]1 file, which is in the same directory as the BR*Tools profile (init<SID>.sap).
The configuration parameters in the init<SID>.ut1 file include the Tivoli Storage Manager
node name and the management classes to be used for data files backup and offline redo
logs backup. If the backup retention is going to be controlled by Tivoli Storage Manager for
ERP, you can set up the number of backup versions to be kept in this file.

5. The configuration file of the Tivoli Storage Manager API (dsm. sys) is, by default, stored in
the Tivoli Storage Manager API installation directory (specified by the environmental
variable DSMI_DIR). The configuration file of the Tivoli Storage Manager API Client defines
the network settings (protocol and network address of the Tivoli Storage Manager server)
to enable communication between the API client and the Tivoli Storage Manager server.

6. You also specify in this file the authentication type (PASSWORDACCESS) that the Tivoli
Storage Manager API client uses to connect to the Tivoli Storage Manager server.
Additionally, if the Storage Agent is operable on the local node in this file, you can instruct
the Tivoli Storage Manager API client to use the LAN-free backup (by using the LANFREE
yes|no option).

7. Instruct BR*Tools to use the BACKINT interface by setting the backup_dev_type
parameter in the SAP initialization file (init<SID>.sap) as follows:
backup_dev_type = util_file

8. Instruct BR*Tools to use the init<SID>.ut1 file (created by the Tivoli Storage Manager for
ERP installation wizard) by setting the util_par_file parameter in the SAP
initialization file:
util_par_file=<full_path>/init<SID>.ut]l

Archiving functions: Tivoli Storage Manager for ERP uses the Tivoli Storage Manager
archive functions to transfer data to Tivoli Storage Manager server and vice versa. Thus,
the management classes that are assigned to Tivoli Storage Manager for ERP (in the
init<SID>.ut1 file) must have an archive copy group defined.

For more information about Tivoli Storage Manager for ERP, go to the following website:

http://publib.boulder.ibm.com/infocenter/tsminfo/v6r3/index.jsp?topic=%2Fcom.ib
m.itsm.nav.doc%2Ft protect dperp.html

20.6.7 SAP BR*Tools for Oracle using RMAN with Tivoli Storage Manager
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To configure BR*Tools for use with the RMAN Tivoli Storage Manager channel, complete the
following steps.

On the Tivoli Storage Manager server, complete the following steps:

1. Define a policy domain with two management classes that are used to transfer data and
logs. Define an archive management class within each of the management classes. If the
retention control is performed at the Tivoli Storage Manager server, specify RETVER=<days>
for each archive copy group. If the retention control is performed at Tivoli Storage
Manager for ERP, specify RETVER=nolimit.

2. Register the Tivoli Storage Manager node with the defined domain. Update the parameter
MAXNUMMP for the Tivoli Storage Manager node to MAXNUMMP=2 (based on the
parallelism that is required).
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On the client node, complete the following steps:

1.

Update or create the DSM.OPT and DSM. SYS files to configure the Tivoli Storage Manager
API client. The PASSWORDACCESS parameter must be set to “PROMPT” in this configuration.

2. Set up the environment values DSMI_DIR and DSMI_LOG for the Oracle OS user.

3. Install IBM Tivoli Storage Manager for ERP - Oracle on the Oracle server with SAP

installed on it.

Configure the client resources for Oracle server in the IBM Tivoli Storage Manager for
ERP configuration file (<ORACLE_HOME>\dbs\init<SID>.ut1).

Check the defined Tivoli Storage Manager node name and Tivoli Storage Manager
management classes to be used for the backup of offline redo log files and data files.
Ensure that the SERVER parameter refers to an existing stanza in the DSM. SYS file. If the
retention control is driven by Tivoli Storage Manager for ERP, set the

MAX_VERSIONS parameter.

Switch to the Oracle instance owner and update the Tivoli Storage Manager node
password for Oracle by running the following command:

backint -p <ORACLE_HOME>\dbs\init<SID>.utl -f password

. Ensure that RMAN can access the Tivoli Storage Manager for ERP API. The following

links must exist (be created):

— 1In -s /usr/tivoli/tsm/tdp_r3/ora/1ibtdp_r3.<ext>
— /usr/1ib/1ibobk.<ext> 1n -s /usr/1ib/1ibobk.<ext>
— $ORACLE_HOME/1ib/1ibobk.<ext>

Instruct BR*Tools to use RMAN by setting the backup_dev_type and rman_parms options
in the SAP initialization file (init<SID>.sap) as follows:

— backup_dev_type = rman_util

— rman_parms="ENV=(XINT_PROFILE=<ORACLE_HOME>/dbs/init<SID>.ut1,PROLE_PORT=<por
tnumber>,&BR_INF0)"

Instruct BR*Tools to use the init<SID>.ut] file for Tivoli Storage Manager specific
parameters by setting the util_par_file parameter in the SAP initialization file:

util_par_file=<path to Tivoli Storage Manager for ERP util file -
init<SID>.utl1>

20.6.8 SAP BR*Tools for Oracle: Using RMAN to configure DB2 to use Tivoli
Storage Manager

To configure DB2 to use Tivoli Storage Manager for ERP, complete the following steps.

On the Tivoli Storage Manager server, complete the following steps:

1.

Define a policy domain with two management classes that are used to transfer data and
logs. Define an archive copy group for both management classes. If the retention control
is performed at the Tivoli Storage Manager server, specify RETVER=<days> for each archive
copy group. If the retention control is performed at Tivoli Storage Manager for ERP level,
specify RETVER=nolimit.

Register Tivoli Storage Manager node with the defined domain. Update the parameter
MAXNUMMP for Tivoli Storage Manager node to MAXNUMMP=2 (based on the parallelism that
is required).
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On the client node, complete the following steps:

1.

Update or create the Tivoli Storage Manager API client option files DSM.0PT and DSM. SYS.
The PASSWORDACCESS=GENERATE parameter must be set for this configuration.

Configure the environment values DSMI DIR, DSMI_CONFIG, and DSMI_LOG in the DB2
instance owner user’s profile. You must restart the DB2 instance to make the parameters
effective for DB2.

Install Tivoli Storage Manager for ERP - DB2 on the DB2 UDB server, with SAP already
installed. You can use the installation wizard to specify the name of the Tivoli Storage
Manager server stanza (in DSM.SYS), the Tivoli Storage Manager node name, and the
management classes to be used for the backup of data and archived logs.

. Check the client resource for the Tivoli Storage Manager server in the Tivoli Storage

Manager for ERP configuration file /db2/<SID>/tdp r3/init<SID>.utl. Verify that the
following environment variables are set correctly in the DB2 owner user’s profile:

— XINT_PROFILE
— DB2_VENDOR_LIB
— TDP_DIR

. Switch to the DB2 instance owner and update the Tivoli Storage Manager client password

for DB2 node by running the following command:
$/usr/tivoli/tsm/tdp_r3/db264/backom -c password

6. Restart the DB2 instance.

7. Optionally, you can set up DB2 automatic log management so that the archived logs are

sent to Tivoli Storage Manager by using the Tivoli Storage Manager media management
library that is provided by Tivoli Storage Manager for ERP. This task can be accomplished
by setting the DB2 configuration parameters LOGARCHMETH1 and LOGARCHOPT1 as follows:

— update db cfg for <SID> using LOGARCHMETH1
VENDOR: /usr/tivoli/tsm/tdp_r3/db264/1ibtdpdb264.a

— update db cfg for <SID> using LOGARCHOPT1 /db2/<SID>/tdp_r3/vendor.env

If you use the direct log backup method that is specified in step 7, you should also specify
the FAILARCHPATH db2 configuration parameter. FAILARCHPATH points to a directory that is
used as a temporary storage for offline logs in case that the Tivoli Storage Manager server
is unavailable, which can prevent the DB2 from filling up the log directory. Here is the
command syntax:

update db cfg for <SID> using FAILARCHPATH <offline Tog path>

20.6.9 Best practices for Tivoli Storage Manager for ERP with ProtecTIER
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The configuration profile of Tivoli Storage Manager for ERP is defined in the init<SID>.ut1
file, which is in the same directory as the BR*Tools profile (init<SID>.sap).

When the ProtecTIER VTL is defined for Tivoli Storage Manager, there are some settings to
be done in Tivoli Storage Manager for ERP to optimize this integration.

Set the following settings in the init<SID>.ut1 file:

>

Disable multiplexing. The MULTIPLEXING parameter specifies how many files are read
simultaneously and are multiplexed. If a file is multiplexed, it can affect the deduplication
ratio. Set MULTIPLEXING=1.
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» Use as many backup sessions in parallel as possible. The MAX_SESSIONS parameter
defines the number of parallel sessions to be established. The valid range of
MAX_SESSIONS is 1 - 32. You should also define the SESSIONS parameter in each Tivoli
Storage Manager stanza in the .utl file to define the maximum number of sessions in that
Tivoli Storage Manager server stanza.

Important: The MAX_SESSIONS parameter setting must not exceed the number of tape
drives that are available simultaneously to the node in the Tivoli Storage Manager
servers to be accessed. This maximum is established by the MAXNUMMP parameter
settings in the Tivoli Storage Manager node definition.

» Disable compression by configuring RL_COMPRESSION=NO. The RL_COMPRESSION parameter
specifies whether a null block compression of the data should be performed before
transmission to Tivoli Storage Manager. Although RL_COMPRESSION introduces additional
processor load to the SAP server, throughput can be improved when the network is the
bottleneck, but it can affect the ProtecTIER deduplication ratio.

On the Tivoli Storage Manager server, complete the following steps:

1. Update the MAXNUMMP parameter for the Tivoli Storage Manager node to MAXNUMMP=x,
where x should be the number of parallels required. This number should match the
MAXSESSION parameter that is set in the .utl file. The MAXNUMMP parameter specifies the
maximum number of mount points a node may use on the server only for operations, such
as backup and archive.

2. Update the COMPression parameter for the Tivoli Storage Manager node to
COMPression=N0. This setting specifies that the client node does not compress its files
before it sends them to the server for backup and archive.

20.7 VMware

In addition to the now available vStorage APIs, the vStorage APIs for Data Protection (VADP)
are also available. VADP replaces the VMware Consolidated Backup (VCB) framework, and
offers multiple methods to improve your VMware backup. With the new VADP comes the
option to use incremental virtual machine image backups by using the changed block tracking
(CBT) feature. In contrast to the full virtual machine image backup, CBT reduces the amount
of backed up data because only the changed blocks that are compared to the last full backup
are backed up. With CBT enabled, the backup operation backs up only the changed blocks,
which results in a high data change rate for the ProtecTIER server, because only new data is
backed up. For ProtecTIER deduplication to perform optimally, run at least one full backup
per week.

Incremental backups: If you use incremental virtual machine image backups, run at least
one full virtual machine image backup per week to optimize your deduplication ratio.

Follow the general best practices and the Tivoli Storage Manager best practices that are
described in Chapter 14, “IBM Tivoli Storage Manager” on page 219.

20.7.1 Technical overview
VMware ESX is installed directly on the hardware and does not require any specific operating

system. It is a virtualization platform that is used to create the virtual machines (VMs) as a set
of configuration and disk files that perform all the functions of a physical machine.
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vCenter Server

The vCenter server is a service that acts as a central administration point for ESX hosts that
are connected to a network. This service directs actions on the virtual machines and the
hosts. The vCenter server is the working core of the vCenter.

Multiple vCenter servers can be joined to a linked mode group, where you can log on to any
single vCenter server to view and manage the inventories of all the vCenter server systems in
the group.

With vCenter, an administrator can manage every component of a virtual environment. ESX
servers, VMs, and extended functions, such Distributed Resource Scheduler (DRS), vMotion,
and VM backup, all access the vCenter server by using the vSphere Client GUI.

20.7.2 Settings and tuning for VMware and Tivoli Storage Manager
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When you set up VMware for Tivoli Storage Manager, there are guidelines for using the
vStorage API, changed block tracking (CBT), and format specification for formats for virtual
disk files. This section provides a brief description of those guidelines.

vStorage API

The vStorage application programming interfaces (APIs) for data protection enable backup
software to protect system, application, and user data in your virtual machines in a simple and
scalable way. These APIs enable backup software to perform the following actions:

» Perform full, differential, and incremental image backup and restore of virtual machines

» Perform file-level backup of virtual machines using supported Windows and Linux
operating systems

» Ensure data consistency by using Microsoft Volume Shadow Copy Services (VSS) for
virtual machines that run supported Microsoft Windows operating systems

Changed block tracking

Virtual machines that run on ESX/ESXi hosts can track disk sectors that change. This feature
is called changed block tracking (CBT). On many file systems, CBT identifies the disk sectors
that are altered between two change set IDs. On VMFS partitions, CBT can also identify all
the disk sectors in use. CBT is useful when you set up incremental backups.

Virtual disk formats

When you perform certain virtual machine management operations (such as creating a virtual
disk, cloning a virtual machine to a template, or migrating a virtual machine), you can specify
a format for the virtual disk file. However, you cannot specify the disk format if the disk is on
an NFS data store. The NFS server determines the allocation policy for the disk. The disk
formats listed in this section are supported.

Thick format

The default virtual disk format. The thick virtual disk does not change its size, and from the
beginning occupies the entire data storage space that is provisioned to it. Thick format does
not zero the blocks in the allocated space.

Conversion: It is not possible to convert the thick disk format in to thin provisioned format.
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Thin provisioned format

Use this format to save storage space. For the thin provisioned format, specify as much data
storage space as the disk requires based on the value that you enter for the disk size.
However, the thin disk starts small and, at first, uses only as much data storage space as the
disk needs for its initial operations.

Thin disk considerations: If a virtual disk supports clustering solutions such as fault
tolerance, you cannot make the disk thin. If the thin disk needs more space later, it can
grow to its maximum capacity and occupy the entire data storage space that is provisioned
to it. Also, you can manually convert the thin disk into thick disk.

20.7.3 Backup solutions

This section describes backup solutions and prerequisites for VMware backup by using the
ProtecTIER server and Tivoli Storage Manager.

Full VM backup on ProtecTIER

You can use Tivoli Storage Manager Data Protection (DP) for VMware to back up and restore
virtual machine data through SAN-based data movement. There are two different data paths
where data movement is possible:

» The first data path is from the VMware data store to the vStorage server through SAN.
» The second data path is from the vStorage server to the ProtecTIER server. It could be
SAN-based if Tivoli Storage Manager LAN-free is used.

The backup data path uses the Tivoli Storage Manager for SAN feature (LAN-free backup).
In this book, LAN-free backup is used on VMware.

The DP for VMware stores virtual machine full backup images (full-VM) as a collection of
control and data files. The data files contain the contents of virtual machine disk files, and the
control files are small metadata files that are used during full VM restore operations and full
VM incremental backups. In most cases, VMs are cloned according to a predetermined
template. In other words, there is huge duplication of data. The ProtecTIER solution, in
conjunction with Tivoli Storage Manager, deduplicates such data.

Prerequisites to VMware backup using ProtecTIER and Tivoli Storage
Manager

Check that the following items are complete before you use VMware to back up your data with
the ProtecTIER product and Tivoli Storage Manager:

O The ProtecTIER repository exists.
The ProtecTIER deduplication function is enabled.
The Tivoli Storage Manager server is installed with a license.

Oo0oao

The Tivoli Storage Manager storage agent is installed on a vStorage server, if LAN-free
is used.

O The Tivoli Storage Manager Backup-Archive client is installed on the vStorage server.

Tip: For the best performance, the vStorage server must have separate HBA ports and
each port must be connected to the ProtecTIER repository and the disk subsystem that
stores the VMware data store.

Chapter 20. Application considerations and data types 349



Prerequisites for ESX

Check that the following items are complete before you use VMware ESX with the
ProtecTIER repository and Tivoli Storage Manager:

O The host must be running ESX/ESXi Version 4.0 or later.
O The VMware vCenter Server must be Version 4.1.x or later.

O For incremental backup, the virtual machine that owns the disks to be tracked must be
hardware Version 7 or later.

O CBT must be enabled for the virtual machine. (In the vSphere client, click Edit —
Settings — Options —» Advanced/General — Configuration Parameters.)

O The configuration of the virtual machine (.vmx) file must contain the following entry:
ctkEnabled = "TRUE"

O For each virtual disk, the .vmx file must contain the following entry:
scsix:x.ctkEnabTed = "TRUE"

O For each virtual disk and snapshot disk, there must be a .ctk file (Example 20-8).

Example 20-8 Both the virtual disk and snapshot disk have an associated .ctk file
. __________________________________________________________________________________________________________|]
vmname . vimdk

vmname-flat.vmdk
vmname-ctk.vmdk
vmname-000001.vmdk
vmname-000001-delta.vmdk
vmname-000001-ctk.vmdk
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VMware topology

Check that the following topology (Figure 20-13) is in place before you use VMware with

ProtecTIER and Tivoli Storage Manager.
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Figure 20-13 Tivoli Storage Manager / VMware topology

Where:

» The Tivoli Storage Manager backup-archive client on the vStorage server must read

“GUEST OS data from Disk Subsystem by SAN”.

» The Tivoli Storage Manager Storage agent on the vStorage server must write “GUEST OS

data to ProtecTIER by SAN”.

» The Tivoli Storage Manager server writes control data to the ProtecTIER repository

through the SAN.
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20.7.4 Zoning
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This section describes the required fabric zoning for the ProtecTIER repository, the hosts,
and Tivoli Storage Manager. For a description of the HBA ports, see Table 20-3, and for a

SAN zoning example, see Table 20-4.

Table 20-3 HBA ports

Item

Port

ProtecTIER

PT front-end port_0
PT front-end port_1

Tivoli Storage Manager Storage Agent

Tivoli Storage Manager Storage Agent port_0
Tivoli Storage Manager Storage Agent port_1

Tivoli Storage Manager Server

Tivoli Storage Manager server port_0
Tivoli Storage Manager server port_1

ESX Server ESX server port_0
ESX server port_1
XV XIV_Module4 port_0

XIV_Module5 port_0
XIV_Module6 port_0
XIV_Module4 port_1
XIV_Module5 port_1
XIV_Module6 port_1

Table 20-4 SAN zoning examples

Zone name

Zone members

Zone_XIV_TSM_StorageAgent_0

Tivoli Storage Manager Storage Agent port_0
XIV_Module4 port_0
XIV_Module5 port_0
XIV_Module6 port_0

Zone_XIV_TSM_StorageAgent_1

Tivoli Storage Manager Storage Agent port_1
XIV_Module4 port_1
XIV_Module5 port_1
XIV_Module6 port_1

Zone_PT_TSM_StorageAgent_0

Tivoli Storage Manager Storage Agent port_0
PT front-end port_0

Zone_PT_TSM_StorageAgent_1

Tivoli Storage Manager Storage Agent port_1
PT front-end port_1

Zone_PT_TSM_Server_0

Tivoli Storage Manager server port_0
PT front-end port_0

Zone_PT_TSM_Server_1

Tivoli Storage Manager server port_1
PT front-end port_1

Zone_ESX_XIV_0

Tivoli Storage Manager Storage Agent port_0
XIV Module4 port_0
XIV Module5 port_0
XIV Module6 port_0
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Zone name Zone members

Zone_ESX_XIV_1 Tivoli Storage Manager Storage Agent port_1

XIV Module4 port_1
XIV Module5 port_1
XIV Module6 port_1

20.7.5 Configuring the ProtecTIER server

This section describes all the steps that are required to create and to configure a new VTL in
the ProtecTIER server. Also described is the optional procedure to enable and configure LUN
masking for the Tivoli Storage Manager server and the Tivoli Storage Manager storage agent
(vStorage server in a Tivoli Storage Manager environment).

To create the VTL, complete the following steps:

1.

From the VT drop-down menu of ProtecTIER Manager, click VT — VT Library — Create
new library. The Create new library window opens.

Input the name of the library in the VT name field, and press Next. The Library type
window opens within the Create new library window.

Select IBM TS3500 as the library type to simulate. The Tape model window opens.

4. Select IBM ULT3580-TD3 as the tape model to simulate. The Port Assignment

window opens.

Create the robot and the drives (such as one robot and 20 drives). The drives are
assigned, crossing all front-end ports to ensure better performance. The Cartridges
window opens.

Create cartridges that are based on the backup policy (for example, 100 cartridges). The
Slots window opens.

Create 100 slots and 32 import/export slots by selecting 100 in the No. of slots selection
box, and 32 in the Number of import/exports slots selection box. Click Next.

Important: The creation of the library takes the system offline for a few minutes.

(Optional) Enable and configure LUN masking for the Tivoli Storage Manager server and

the Tivoli Storage Manager storage agent (vStorage server). If you have multiple backup

servers that are connected to the ProtecTIER server, enabling the LUN masking feature is
recommended. Enable and configure LUN masking by completing the following steps:

a. From the expanded list on the left side of the ProtecTIER Manager window, click VT —
LUN Masking — Enable/Disable LUN masking. ProtecTIER Manager notifies you
that you if you enable the LUN masking feature without configuring LUN masking
groups, the devices are hidden from the hosts, and prompts you to confirm whether
you want to proceed with this process.

b. When the Enable/Disable LUN masking dialog box opens, select Enable LUN
masking, and click OK.

c. From the expanded list on the left side of the ProtecTIER Manager window, click VT —»
LUN Masking — Configure LUN masking groups. The LUN Masking window opens.

d. Inthe “Selected Host Initiators” frame, click Add. The Host Initiator Management
window opens.
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e. Create LUN masking groups for the Tivoli Storage Manager server and the Tivoli
Storage Manager storage agent by adding the worldwide port numbers (WWPNSs) of
the Tivoli Storage Manager server and the Tivoli Storage Manager storage agent in to
the list.

f. Select the check box beside each of the added ports, and click Save Changes. The
LUN Masking window opens.

g. Inthe Library Mappings frame, click Add, and add the library that is called
“TSM_VMW? to the library mappings list.

h. Click Save Changes.

20.7.6 Installing the tape driver on the Tivoli Storage Manager server and the
Tivoli Storage Manager storage agent
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This section describes how to install the tape driver on the Tivoli Storage Manager server and
the Tivoli Storage Manager storage agent for Windows and Linux based systems.

The Windows Device Manager shows the tape changer as “Unknown Medium Changer” and
the tape drives as “IBM ULT3580-TD3 SCSI Sequential Device” (Figure 20-14).
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Procedure
To install the tape driver on the Tivoli Storage Manager server and the Tivoli Storage

Manager storage agent for Windows and Linux based systems, complete the following steps.

For Windows based systems, complete the following steps:

1. Download the IBM Tape Device Driver from the following website:
ftp://ftp.software.ibm.com/storage/devdrvr/FTPSITE_IS_SUNSET.htm]

2. Run install_exclusive.exe (Figure 20-15) to install the IBM Tape Driver for Tivoli
Storage Manager. The installation application initiates, and when complete, displays a
dialog box that notifies you that the installation was successful.

[ ] ]
checked File Folder
reg File Folder
o | exctapef.inf Setup Information 13KB
- ibmcg.cat Security Catalog 15 KB
%) lbmog2ks. sys System fibe 92KB
4 ibmegbs.cat Security Catalog 14KB
& | ibmogbs.inf Setup Information KB
% ibmogbsZka. sys System file 33KB
%) ibmcgft2ks. sys System file 12KB
- 4 ibmbp.cat Security Catalog ISKB o
%, bmbp2kE.sys Syskem file 102 KB
-+ ibmkpbs. cat Security Catalag 14 KB
& | ibmbpbs.inf Setup Information 3KB
% ibmbtpbs2kE.sys Systern file 66 KB
% ibmtpft2k8 sys System file 18 KB
: Application ]
B 1 inskall_nonexclusive.exe application 139 KB
| install_README, bt Texk Docurment ZKE
o | magchgrf.inf Setup Information IKB
| | unirist exe . Application Bske

Figure 20-15 Installation program
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3. After the installation is complete, the Windows Device Manager shows the tape changer
as “IBM 3584 Tape Library”, and the tape drives as “IBM ULTRIUM Il 3580 TAPE DRIVE”
(Figure 20-16).
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Figure 20-16 Server manager window - showing renamed changer and tape drive

For Linux based systems, download the tape device driver from the following website:
ftp://ftp.software.ibm.com/storage/devdrvr/FTPSITE_IS_SUNSET.htm1

Install the following RPM packages:

» lin_tape-1.54.0-1
» lin_taped-1.54.0-1

20.7.7 Tivoli Storage Manager storage agent configuration

This section describes the process of configuring the Tivoli Storage Manager storage agent to
establish communication with the Tivoli Storage Manager server in a VMware environment.
To accomplish this task, complete the following steps:

1. To establish communication for Tivoli Storage Manager server and Tivoli Storage
Manager storage agent, run the commands that are shown in Example 20-9 at the CLI of
the Tivoli Storage Manager storage agent.

Example 20-9 Commands to establish communication for the Tivoli Storage Manager server and
Tivoli Storage Manager storage agent

dsmsta.exe setstorageserver
myname=ARCX385084529
mypassword=<user_password>
myhTaddress=x.x.110.38
servername=ARCX3650N1332
serverpassword=openlsys
hladdress=x.x.110.65
1Taddress=1500
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2. Disable automatic mounting of volumes on the Tivoli Storage Manager storage agent host
by running the following command at the CLI prompt of the Tivoli Storage Manager

storage agent:

diskpart > automount disable > exit

Important: The diskpart command is necessary to keep the Tivoli Storage Manager
storage agent from damaging the SAN volumes that are used for raw disk mapping
(RDM) virtual disks.

3. To enable the Tivoli Storage Manager storage agent to access online GUEST OS data,
click Server manager — Storage — Disk Management — Online (Figure 20-17).
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Figure 20-17 Server Manager window that shows the Tivoli Storage Manager storage agent set to

online
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4.

Note the device name and serial number of the Tivoli Storage Manager storage agent
(Figure 20-18). You need this information to define the path in the Tivoli Storage Manager
server in a later step.
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Figure 20-18 Serial numbers of Tivoli Storage Manager storage agent

Persistent naming: The example in Figure 20-18 on page 358 does not show the usage
of persistent naming. Follow the guidelines in 7.2.7, “Persistent device naming” on
page 112.

If you do not use persistent naming, take a screen capture of the Tivoli Storage Manager
management console so that you can have a readily accessible record of the tape device
information in the Tivoli Storage Manager storage agent.

20.7.8 Tivoli Storage Manager server configuration
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This section describes the procedure to define and to configure the Tivoli Storage Manager
server in a VMware environment through the Tivoli Storage Manager server CLI. To
accomplish this task, complete the following steps:

1.

Define the server for the storage agent by running the following command at the Tivoli
Storage Manager server CLI:

define server ARCX385084529 SERVERPAssword=admin HLAddress=x.x.110.38
LLAddress=1500 COMMmethod=TCPIP

Set the server name to Tivoli Storage Manager Server by running the following command:
set servername ARCX3650N1332
Set the password by running the following command:

set serverpassword admin

. Set the Tivoli Storage Manager server IP address by running the following command:

set serverhladdress x.Xx.XXX.Xx
Set the Tivoli Storage Manager server port by running the following command:

set serverlladdress 1502
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6. Create the library by running the following command:
define library VMW _LIB libtype=scsi autolabel=yes shared=yes RELABELSCRatch=yes
7. Choose all devices that are related to tsminst1.

8. Define a library path from the Tivoli Storage Manager server to the physical OS devices by
running the following command:

DEFINE PATH ARCX3650N1332 VMW _LIB srctype=server desttype=library
autodetect=yes device=/dev/IBMchanger0

9. Define all the drives by running the following commands:
— define drive VMW_LIB drive0
— define drive VMW_LIB drivel

10.Define the drives path from Tivoli Storage Manager server to the physical OS devices by
running the following commands:

— define path ARCX3650N1332 drive0 srctype=server desttype=drive
Tibrary=VMW_LIB autodetect=yes device=/dev/IBMtape0

— define path ARCX3650N1332 drivel srctype=server desttype=drive
library=VMW_LIB autodetect=yes device=/dev/IBMtapel

11.Define the drives path from Tivoli Storage Manager storage agent to the physical OS
devices by running the following commands:

— define path ARCX385084529 drive0 srctype=server desttype=drive
library=VMW_LIB

autodetect=yes device=\\.\Tape0

— define path ARCX385084529 drivel srctype=server desttype=drive
library=VMW_LIB

autodetect=yes device=\\.\Tapel

Important: Ensure that the device on the Tivoli Storage Manager server and the
device on the Tivoli Storage Manager storage agent, which are mapped to same
drive path, have the same serial number. They are essentially the same device. (For
the serial numbers in the Tivoli Storage Manager storage agent, see your notes from
step 4 on page 358.)

12.Query the drive and verify that it has a status of on11ne by running the following command:
query drive
13.Check in and label the cartridges by running the following command:

Tabel LIBVOL VMW_LIB search=yes labelsource=barcode CHECKIN=scratch
overwrite=yes waitt=0

14.Define a device class by running the following command:

define devclass LTOCLASS3 Tibrary=VMW_LIB devtype=1to format=ULTRIUM3C
15.Define a storage pool by running the following command:

define stgpool VMW_POOL LTOCLASS3 pooltype=primary maxscratch=99999
16.Define a domain by running the following command:

DEFine DOmain VMW_DOMAIN BACKRETention=60 ARCHRETention=365
17.Define a policy set by running the following command:

DEFine POlicyset VMW DOMAIN VMW_POLICY
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18.Define a management class by running the following command:

DEFine MGmtclass VMW _DOMAIN VMW _POLICY LTOCLASS3
19.Define a copy group by running the following command:

DEFine COpygroup VMW_DOMAIN VMW_POLICY LTOCLASS3 DESTination=VMW_POOL
20.Define an archive copy group by running the following command:

DEFine COpygroup VMW_DOMAIN VMW_POLICY LTOCLASS3 Type=Archive
DESTination=VMW_POOL

21.Assign the default management class by running the following command:
ASsign DEFMGmtclass VMW _DOMAIN VMW _POLICY LTOCLASS3
22.Activate the policy set by running the following command:
ACTivate POlicyset VMW_DOMAIN VMW_POLICY
23.Register the node for Tivoli Storage Manager BAC by running the following command:

register node ARCX385084529 admin passexp=0 userid=admin
domain=VMW_DOMAINcompression=no type=client DATAWritepath=Tanfree
DATAReadpath=Tanfree hladdress=x.x.110.38 1laddress=1502 archdelete=yes
backdelete=yes maxnummp=999

Compression value: Specify the value of compression as no. For LAN-free backup,
specify the value of DATAWritepath and DATAReadpath as lanfree.

24.Give the appropriate permissions to the administrator by running the following command:
GRant AUTHority admin CLasses=SYstem

20.7.9 Tivoli Storage Manager client installation
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This section describes the procedure to install and to configure the Tivoli Storage Manager
client in a VMware environment by using the IBM Tivoli Storage Management
installation program.
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To accomplish this task, complete the following steps:

1. From the IBM Tivoli Storage Management installation program (Figure 20-19), select all
the components to install, and click Next.

Custom Setup

Select the program features you want installed,

Click on an icon in the st below to change how a Feature is installed.

=3+ | Backup-Archive Client GUI Files ] | -~ /cDeseimnon
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=~ | Administrative Client Command Lir This Feature requires 8665KE6 on
=~ | Logical Yolume Snapshot Agent your hard drive,
=~ | Vivware Backup Tools =i
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c:\Program Files\Thvoli TS, Change. ., |

Irstallstineld
Help I Space < Back | Mext = I Cancel |

Figure 20-19 Tivoli Storage Manager installation program

Important: Ensure that VMware Backup Tools are installed.

2. When you are prompted to select the type of installation, click Complete and finish
the installation.

20.7.10 Disabling compression and deduplication on Tivoli Storage Manager

This section describes the procedure to disable compression and deduplication in Tivoli
Storage Manager by using the Tivoli Storage Manager GUI.
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To accomplish this task, complete the following steps:

1. From the Tivoli Storage Manager GUI drop-down menus, click Edit — Client Preferences

(Figure 20-20). The Client Preferences window opens.
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Archive and Retrieve copies of data that are preserved far a specific period of time.

Archive Retrieve
Creates an archive copy in Retrieves an archive copy from
long-term storage. long-term storage.

Figure 20-20 Tivoli Storage Manager GUI with Client Preferences selected

2. From the menu at the left, choose Deduplication (Figure 20-21). The Deduplication
Preferences window opens.

General
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Figure 20-21 Deduplication Preferences window

3. Disable Tivoli Storage Manager deduplication by clearing the Enable Deduplication

check box.
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Note: Tivoli Storage Manager is able to combine both compression and deduplication
within itself. The details are explained in Chapter 4, “Introduction to IBM Tivoli Storage

Manager deduplication”, in Implementing Implementing IBM Storage Data
Deduplication Solutions, SG24-7888.

4. From the menu at the left, click Backup (Figure 20-22). The Backup Preferences
window opens.
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Wieb Client

Command Line
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Domain for Backup

Performance Tuning Backup Type

Deduplication ||ncremema| -

Figure 20-22 Backup Preferences window

5. Disable Tivoli Storage Manager compression by clearing the Compress Objects
check box.

20.7.11 Configuring a full VM backup through the vStorage API

This section describes the procedure to configure a full VMware backup from the Tivoli
Storage Manager GUI. To accomplish this task, complete the following steps:

1. From the Tivoli Storage Manager GUI drop-down menus, click Edit — Client Preferences

The Client Preferences window opens.
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2. From the menu at the left, click VM Backup (Figure 20-23).
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Figure 20-23 VM Backup window

Under Backup Type, select VMware Full VM.
In the Domain for VM Backup selection box, select Domain Full VM.

In the VM Options selection box, select All-VM (If you are using Windows Guest OS,

select ALL-WINDOWS) and click Insert.
Enter the IP address, user name, and password of the vCenter.
Under VM Management Class, select VStorage.

20.7.12 VMware Guest OS backup to ProtecTIER
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Use one of the following methods to implement VMware Guest OS backup to the

ProtecTIER server.
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Backing up VM by using the Tivoli Storage Manager GUI
To accomplish this task, complete the following steps:

1.

From the Tivoli Storage Manager GUI drop-down menus, click Actions — Backup VM

(Figure 20-24).
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Figure 20-24 Tivoli Storage Manager GUI showing the Backup VM menu cascade

The Backup Virtual Machine window opens (Figure 20-25). In the Backup selection box,
select the backup type: VMware Full VM (vStorage) or VMware Full VM (incremental).
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Figure 20-25 Choose the type of backup
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Full VM backup using the command-line interface

To accomplish this task, start a full VM backup by using the mode=ful1 backup parameter.
Tivoli Storage Manager backs up all of the inspected data, and the value of the total
destruction ratio is 0%. Run the following command:

PS C:\Program Files\Tivoli\tsm\baclient> ./dsmc backup vm win2k3_large_3
-mode=full -vmbackuptype=fullvm

The system displays output similar to Example 20-10.

Example 20-10 Output log - full backup

Total number of objects inspected:1

Total number of objects backed up:1l

Total number of objects updated:0

Total number of objects rebound: 0

Total number of objects deleted: 0

Total number of objects expired: 0

Total number of objects failed: 0

Total number of subfile objects:0

Total number of bytes inspected:15.00 GB
Total number of bytes transferred:15.00 GB
LanFree data bytes:15.00 GB

Data transfer time:842.86 sec

Network data transfer rate:18,661.04 KB/sec
Aggregate data transfer rate:12,541.90 KB/sec
Objects compressed by:0%

Total data reduction ratio:0.00%

Subfile objects reduced by:0%

Elapsed processing time:00:20:54

Incremental VM backup by using the command-line interface

To accomplish this task, start an incremental VM backup by using the mode=incremental
backup parameter. Tivoli Storage Manager backs up only the changed data that is found by
VMware CBT, so the value of the data deduction ratio is 99.77%. Enter the following
command:

PS C:\Program Files\Tivoli\TSM\baclient> ./dsmc backup vm win2k3 large 3
-mode=incremental -vmbackuptype=fullvm

The system displays output similar to Example 20-11.

Example 20-11 Output log - full backup

Total number of objects inspected:l

Total number of objects backed up:1l

Total number of objects updated:0

Total number of objects rebound: 0

Total number of objects deleted: 0

Total number of objects expired: 0

Total number of objects failed: 0

Total number of subfile objects:0

Total number of bytes inspected:15.00 GB
Total number of bytes transferred:38.63 GB
LanFree data bytes:38.63 GB

Data transfer time:2.77 sec

Network data transfer rate:13,461.05 KB/sec
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Aggregate data transfer rate:2,689.30 KB/sec
Objects compressed by:0%

Total data reduction ratio:99.77%

Subfile objects reduced by:0%

Elapsed processing time:00:00:13

Restoring VM by using the Tivoli Storage Manager GUI

To accomplish this task, complete the following steps:

1. From the Tivoli Storage Manager GUI drop-down menus, click Actions
(Figure 20-26).
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Figure 20-26 Tivoli Storage Manager GUI with Restore VM menu cascade

either full backup (FULL) or incremental backup (INCR).
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The Restore Virtual Machine window opens (Figure 20-27). Select the version to restored,
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Figure 20-27 Restore Virtual Machine window
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3. Tivoli Storage Manager now prompts you to select whether to restore to the original
location or to a new location (Figure 20-28). If you choose to restore to a new location,
enter the following information, and click Restore:

Name: The Guest OS name that is managed by vCenter.

Datacenter: The name of the data center that stores the new Guest OS.
Host: The IP of the ESX server that stores the new Guest OS.
Datastore: The name of data store that stores the new Guest OS.

Restore Destination

j«m Select destination for restored objects
Fa

rRestore to

¢ Original location

' Following location

Name:  [win2k3_small_6_new

Datacenter: IPT

Host  [9.11.XXXXXX
Datastore: [GOS2

Restore | cancel | Heip |

Figure 20-28 Restore Destination window

368 IBM ProtecTIER Implementation and Best Practices Guide



Part 5

Replication and
disaster recovery

ProtecTIER with replication enables virtual tape cartridges to be replicated from multiple
primary sites (spokes) to a central secondary location (hub) for enhanced disaster recovery
(DR) and business continuity (BC) capabilities. This part describes replication, including such
concepts as replication deployment, solution optimization, and the procedures to deploy
replication to work with specific backup applications.

This part describes the following topics:

» ProtecTIER replication

» Disaster recovery deployment with backup applications
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21

ProtecTIER replication

IT organizations that use a ProtecTIER system with replication can easily expand the
coverage of that replication to all of the applications in their environment. You can create
replication policies to set rules for replicating data objects across ProtecTIER repositories.
This chapter describes the purpose of replication and the enhanced features of the latest
ProtecTIER code.

This chapter describes the procedures that are used for replication deployment, including
preinstallation steps, creation of the replication grid, and synchronization of the primary and
secondary repositories. There is also a section on upgrading the existing system and
enabling replication.

In addition, this chapter provides the basic rules and guidance of replication deployment for
The ProtecTIER product in environments with OpenStorage (OST), Virtual Tape Library
(VTL), and File System Interface (FSI). It also describes the concepts, procedures, and
considerations that are related to optimizing replication performance, including the
procedures to automate and script the daily operations.

This chapter primarily focuses on best practices for planning, configuration, operation, and
testing of ProtecTIER native replication.

The concept, detailed planning, and implementation of native replication is described in IBM
System Storage TS7600 with ProtecTIER Version 3.3, SG24-7968.

This chapter covers the following topics:

ProtecTIER IP replication
Native replication
Replication policies
Visibility switching
Principality

Replication Manager
Initial synchronization
Replication schedules
Replication backlog
Replication planning
Bandwidth validation utility

YVVYVYYVYVYVYVYVYYVYY
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» Planning ProtecTIER replication
» The backup application database backup
» ProtecTIER Planner tool

21.1 ProtecTIER IP replication

The ProtecTIER IP replication function (Figure 21-1) provides a powerful tool that you can
use to design robust disaster recovery architectures. You electronically place backup data into
vaults with much less network bandwidth, thus changing the paradigm of how data is taken
off-site for safe keeping. The ProtecTIER IP replication feature can eliminate some of the

expensive and labor-intensive handling, transport, and securing of the real tapes for disaster
recovery purposes.

4 ( 3
Backup ProtecTIER D"'B
Y >
PT_VTAPE_POOL

ProtecTIER

-
1 PT_VTAPE_POOL

Local virtual tapes

9999

(

Replicated virtual tapes

Tape library Physical tapes X s

OFFSITE_TAPE VAULT

_SITEA SITEB

Figure 21-1 IP replication in a backup and recovery environment

Figure 21-1 illustrates how the ProtecTIER IP replication function can be used in a backup
and recovery environment. This particular client is using this feature to replicate all of the
virtual tapes in ONSITE_VTAPE_POOL off-site. It also backs up all backup application

databases or catalogs to virtual tapes. These database backup virtual tapes are also
replicated to Site B.

If there is a disaster, you can restore the backup server environment on site B, which is

connected to a ProtecTIER VTL. It contains the backup application database (catalog)
together with all of the client backup files on virtual tapes in the PT_VTAPE_POOL pool.
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21.2 Native replication

ProtecTIER replication enables data replication capability across repositories, among
ProtecTIER systems, which are connected to the wide area network (WAN). Because the
ProtecTIER product deduplicates data before storing it, only the changes, or unique elements
of data, are transferred to the DR site over the replication link. This feature can translate into
substantial savings in the bandwidth that is needed for the replication TCP/IP link.

In early versions of ProtecTIER, the repository replication was handled by the disk array
subsystems. Starting with Version 2.4, ProtecTIER introduced the function that is known as
“native replication”, where the replication of deduplicated data became a function of
ProtecTIER. Deduplicated data is replicated to a secondary ProtecTIER system through
TCP/IP rather than relying on the back-end disk arrays and their associated infrastructure.

21.2.1 One-to-one replication

The initial replication design consisted of two ProtecTIER systems with one system that is
designated as the source and the other system that is designated as the target. The target
system (or hub) was dedicated to receiving incoming replicated data and was not eligible to
take local backups.

21.2.2 Many-to-one replication

ProtecTIER Version 2.4 expanded the native replication functionality and introduced the
many-to-one replication grid. Also known as spoke and hub, up to 12 source systems
(spokes) can all replicate to a single target ProtecTIER system (hub) simultaneously. The hub
system can provide disaster recovery (DR) functionality for one or more spokes concurrently,
and the hub system can accept and deduplicate local backup data. The hub system cannot
replicate outgoing data.

21.2.3 Many-to-many replication

ProtecTIER Version 3.1 built upon existing replication technology and introduced the
many-to-many bidirectional replication grid. Up to four systems (all hubs) could accept and
deduplicate local backup data, replicate that data to up to three other ProtecTIER systems,
and receive incoming replicated data from up to three other ProtecTIER systems.

21.2.4 VTL replication

One-to-One and many-to-one replication implies VTL replication. The ProtecTIER VTL
service emulates traditional tape libraries. Your existing backup application can access
virtual robots to move virtual cartridges between virtual slots and drives. The backup
application perceives that the data is being stored on cartridges while the ProtecTIER
product stores data on a deduplicated disk repository. In a VTL replication scenario, data
is replicated at the virtual tape cartridge level.

Chapter 21. ProtecTIER replication 373



21.2.5 OST replication

Many-to-many replication encompasses VTL replication, but also includes both OST
replication and FSI replication. In an OST topology group, up to 12 ProtecTIER OST systems
can replicate backup images with multiple target systems, bidirectional replication, and
cascading of replicated backup images. ProtecTIER performs the replication of deduplicated
data while the replication policies are defined and run by the NetBackup application. Data is
replicated at the NetBackup backup image level.

21.2.6 FSl replication

With FSI replication, up to eight ProtecTIER FSI systems can be included in the bidirectional
replication group (Figure 21-2). Each FSI system can replicate deduplicated data to as many
as three other remote ProtecTIER FSI systems. Data is replicated at the file system level with
a maximum of 128 file systems on a single ProtecTIER FSI system.

Figure 21-2 FSl replication topology group

21.2.7 Replication grid
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A replication grid is a logical set of repositories that can replicate from one repository to other
repositories. A ProtecTIER system must be a member of a replication grid before the system
creates replication policies.

All ProtecTIER systems are capable of replication. Different models of ProtecTIER systems,
such as the TS7650G Gateway, the TS7650 Appliance, and TS7620 Appliance Express
models, can be part of the same grid. You can have more than one replication topology group
in the same grid. A grid can also contain different types of replication groups, such as groups
of VTL, OST, and File System Interface (FSI). A single replication grid can include up to

24 ProtecTIER systems.

Note: A ProtecTIER system can be a member of only one grid. After a ProtecTIER system
joins a grid, it is no longer eligible to join any other ProtecTIER replication grid.
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21.2.8 Replication topology group

A replication topology group defines the relationship between ProtecTIER systems in a
replication grid. A group includes many-to-one, many-to-many, OST groups, and FSI groups.
A replication grid can have multiple topology groups of various types, as shown in

Figure 21-3.

Note: A ProtecTIER system can be a member of only one topology group at a time. A
ProtecTIER system may move from one topology group to another within the grid.

One Replication Grid [ FSI many-to-many group
One Replication Manager

VTL many-to-one group

Figure 21-3 Muiltiple topology groups in a single replication grid

Depending on the version of ProtecTIER, there are three different replication options with
different topologies:

» VTL application only:
— With ProtecTIER V2.3, only as a pair.

— With Version 2.4 and above, many-to-one (spoke and hub) replication groups
are supported.

— Since Version 3.1, many-to-many, or many-to-one replication groups are supported.
» OST application only:

As of Version 2.5, the ProtecTIER product supports implicit hubs, where up to 12 hubs can
be included in an OST Hub Mesh Group.

» FSl application only:
With Version 3.2, the many-to-many or many-to-one replication groups are supported.
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21.3 Replication policies
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The rules for replicating ProtecTIER Data Objects (VTL cartridges, OST backup images, and
FSI file systems) are defined in replication policies. Replication policies for FSI and VTL Data
Objects are defined on the ProtecTIER system. Replication policies are defined on the
NetBackup server for OST Data Objects.

When the backup application is writing to a ProtecTIER Data Object (VTL cartridge or FSI file
system) that is part of a replication policy, the ProtecTIER software conducts a check on the
object to determine its priority and places it in the replication queue.

Data Objects created in the primary site repository are read/write enabled so that the backup
application at the primary site has full control of them and their content. Data Objects
replicated to the DR site are set in a read-only mode.

In VTL replication, only one cartridge instance can be in a library; all replicas are on the virtual
shelf in the disaster recovery site repository.

Tip: At any time, you can override the default location of any VTL cartridge and manually
move the replica from the virtual shelf to a library in the repository of the disaster
recovery site.

Before replication, the dirty bit technology system ensures that only unique and new data is
transferred. To that end, both the local and secondary sites hold synchronized data for each
of their data objects. The destination site then references this synchronized data to determine
which data (if any) should be transferred. The replication mechanism has two types of data
to transfer:

Metadata Data that describes the actual data and carries all the information
about it.
User data The actual backed up data.

Data Objects are marked as synced after the data finishes replicating from the primary to the
secondary site. So, at the time of synchronization, the local objects and their remote replicas
are identical. Before replication starts running, the system ensures that only unique new data
is transferred over the TCP/IP link.

Warning: If you delete a Data Object in the source repository, then all the replicas are also
deleted in the target repositories.

Network failure: If a network failure occurs during replication, the system continues to try,
for up to seven consecutive days, to complete the replication tasks. After seven days, a
replication error is logged.
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21.4 Visibility switching

Visibility switching is the automated process that transfers the visibility of a VTL cartridge
from its master to its replica and vice versa. The visibility switching process is triggered by
moving a cartridge to the source library Import/Export (I/E) slot. The cartridge then
disappears from the I/E slot and appears at the destination library I/E slot. To move the
cartridge back to the source library, the cartridge must be ejected to the shelf from the
destination library. The cartridge then disappears from the destination library and
reappears at the source I/E slot.

21.5 Principality

Principality is the privilege to write to a cartridge (set it to R/W mode). The principality of each
cartridge belongs to only one repository in the grid. By default, the principality belongs to the
repository where the cartridge was created.

The cartridge information file includes the principality repository ID field. Principality can be
transferred from one repository to another during the failback process if the principality
belongs to one of the following repositories:

» The DR repository
» The original primary repository, and this site is the destination for the failback
» The original primary repository with the following exceptions:
— The original primary repository is out of the replication grid.
— The target for the failback is a repository that is defined as a replacement repository
through the ProtecTIER repository replacement procedure.

21.6 Replication Manager

The ProtecTIER Replication Manager, also known as Grid Manager, is the part of the
software that is used to remotely manage the replication configuration and activity. From the
Replication Manager, you can build and maintain the replication infrastructure and
repository relationships.

In most cases, the ProtecTIER Replication Manager is run on one of the ProtecTIER nodes. It
is a best practice to designate the DR site system as the Replication Manager.

It is possible to have a ProtecTIER Replication Manager (Grid Manager) installed in a node
that is not one of the systems with which it is replicating. It is also possible to have a
Replication Manager in a dedicated Linux server, instead of using one of the ProtecTIER
nodes. To have a dedicated host as a Replication Manager requires a Request Per Quotation
(RPQ), which must be requested by your IBM marketing representative.

The ProtecTIER Replication Manager that is installed on a ProtecTIER node can manage
only one grid with up to 24 repositories. If a dedicated server is chosen, and approved by the
RPQ process, it can manage up to 64 grids with 256 repositories in each grid.
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You must activate the Replication Manager function before you can add it to the list of known
Grid Managers, as shown in Figure 21-4.
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Figure 21-4 Designate ProtecTIER system as a Replication Manager
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To designate a ProtecTIER system as a Replication Manager, use the menu command, as
shown in Figure 21-5.

E& 192.168.56.101 - PuTTY =nnen X

| ProtecTIER Service Menu running on ts7650n3 |
| ProtecTIER Configuration (...)
| Configure replication (...)

Configure/Unconfigure ProtecTIER Replication Manager on thi=s node
2} Configure 5tatic Routes

B) Back
} Exit

Your choice? 1

m

Figure 21-5 Enable Replication Manager function

21.7 Initial synchronization

When a new ProtecTIER system is configured as a replication target (secondary) for an
already existing ProtecTIER system (primary), it is necessary to synchronize the primary
system with the secondary system.

A deployment of a second ProtecTIER server at a secondary (DR) site has an impact on the
planning cycle because the first replication jobs use more bandwidth than required after
deduplication takes effect. So, when you prepare for replication deployment, bandwidth is an
important consideration. During the planning cycle, the planners and engineers must consider
the amount of physical data that will be replicated, the amount of dedicated bandwidth, and
the extra time that will be needed for the first several replication runs. It might be necessary to
implement a replication policy that allows the first replication job to complete before the next
backup activity begins.

Note: For the initial replication, you must allot enough network bandwidth to account for
the full nominal size of the data to be replicated.

There are two methods that can be used. Both methods focus on gradually adding workload
to the replication policies over time.

Chapter 21. ProtecTIER replication 379



Gradual management of policies over time

This is the preferred method, whether you are deploying a new system or adding replication
to an existing system. In this method, you add new replication policies over time, and
manually ensure that the total daily volume of replicated data remains within the bandwidth
limit. Replication policies with a gradual increase are preferred to stay within the available
network bandwidth boundaries and within the time frame that is scheduled for

replication activity.

Priming the DR repository at a common locality with the primary system
Priming the DR system at a primary site first and then moving it to its DR location has limited
practical value, and is not the preferred choice. In a multisite deployment, this method is a
poor choice:

» If you take this approach, you must manage the synchronization process again when the
systems are placed in to their final location.

» If you are synchronizing a full, partial, or even a newly started repository, the system must
have sufficient network bandwidth for primary and secondary systems to synchronize
within the available time frame.

21.8 Replication schedules

The ProtecTIER product offers two modes of operation for the replication activity:

» Scheduled replication occurs during a predefined time frame.
» Continuous replication runs constantly.

The mode of operation is configured at the source system. All defined replication policies
operate in one of these modes. In most cases, scheduled replication is the best approach. It
enables administrators to accurately plan for performance, and to better ensure that SLAs are
met. The replication mode of operation is a system-wide option. It affects all polices in

the system.

By default, Data Objects are continuously being replicated from the primary (local) site to the
repository at the disaster recovery (DR) site. Optionally, a replication schedule can be defined
to limit replication activity to specific time slots during the week.

21.8.1 Continuous replication

380

Continuous replication can run concurrently with the backup operation. Typically, it requires a
larger system to enable concurrent operations. This option can affect backup performance
because the “read” function is shared between the deduplication processes and the backup
operation. The following aspects must be considered when you plan continuous replication:

» Data automatically starts replicating to a DR site repository soon after it is written to the
primary ProtecTIER system.

» Replication runs faster (up to 100% of available performance) if the primary system is idle
(no backup or restore activity).

» If it is running concurrently, replication is prioritized lower than backup or restore in the
ProtecTIER system.
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Continuous replication is available or recommended in the following situations:

» A system has consistently lower bandwidth.
» The operation calls for few backup windows that are spread throughout the day.
» Deploying a multisite scenario, especially across multiple time zones.

21.8.2 Scheduled replication

The scheduled replication occurs during a predefined time frame, which is the recommended
mode for most applications. This mode imitates the procedure that is used with physical tapes
that are being transported to a DR site after backup is completed. This method allows users
to keep complete sets of backup data together with a matching backup application catalog or
database for every 24 hour period.

With this approach:

» Backups are allowed to finish without performance impact from replication.

» The user defines the start and end of the replication time frame.

» Replication activity begins at the predefined time.

» Replication stops at the end of the time window specified.
— Each cartridge in transit stops at a consistent point at the end of the time window.
— Replication does not occur outside of the dedicated time window.

During a replication schedule replication, activity has the same priority as backup and restore
activity. If backup and restore activity takes place during the same time frame, they are
equally weighted and processed in a first-in-first-out manner. Because the overall system
throughput (backup and restore plus replication) can reach the maximum configured rate, the
backup duration might vary.

Tip: Because both backup and restore and replication jobs access the same back-end disk
repository, contention between these two processes can slow them down. This situation
could impact the backup SLA and overall RTO. Therefore, replication tasks should not take
place during the time frame that is dedicated for a backup operation.

You must plan for and configure the ProtecTIER system resources to accommodate both
types of activities to finish their tasks within the wanted time frames. However, the
ProtecTIER system remains available to the backup application throughout the time frame
that is dedicated to replication. So if a backup or restore operation is necessary during the
replication time frame, the operation can be performed.

A primary benefit of scheduled replication is the ability to strictly classify when the ProtecTIER
server uses the network infrastructure, and accurately isolate the usage of the network. This
mode of operation is aligned with the backup and DR activity, where users manage a specific
backup time frame and schedule cloning or vaulting jobs that follow the backup.
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21.8.3 Centralized Replication Schedule Management

Each ProtecTIER system has the optional ability to schedule both incoming and outgoing
replication activity by using a weekly schedule that is divided into one-half hour time slots.
There is only one schedule for a ProtecTIER system that governs all replication policies on
that system. Figure 21-6 shows an overview of this topic.

Define a backup priority or choose a replication time window to be activated.

O prioritized backup,
Replcation iz active, but no timeframe has been set for activities.

@ no backup priority . Backup is available
and replication will be activated within the given timeframe:

Replication Timeframe
Time frame direction: ’ . Outgoing E|
DiH |00 [o1 [o02 o3 [o4 [o5 Jos Jor [os oo [10 41 [12 1314 Jas 16 [ [sJ1a 2021 [22 28

“%’|§§'EE’

Current server time; | Tuesday, July 25,2011 4:24:18PM |

O undetined timeframe [ Incoming time frame = Qutgoing time frame B Combined time frame

Figure 21-6 Replication schedule

Schedules can be set on both sending (spoke) and receiving (hub) ProtecTIER systems.

Important: Avoid time window conflicts when you define time frames at the hub and at
the spokes:

» There is no synchronization mechanism to foresee misalignments, so if you set the hub
and spokes to different time slots, replication never runs.

» Ensure that the hub has enough time frame slots to accommodate all of the spokes’
combined time frames.
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Starting with Version 3.1, ProtecTIER introduced the Centralized Replication Schedule
Management function. Using this function, you can view and set replication schedules for all

the nodes in a grid and visually check time frame alignment between nodes, as shown in
Figure 21-7.

Note: Centralized Schedule Management is available in the Grid Management view of the
ProtecTIER Manager GUI

Centralized Tme Frame: %
For each g!l’."r:'\r':il. dafing & backup precedence or chooss & répicabon tme window 10 b activaled
| Replication Time Frame
Time frame direction: ‘ Incaming E“‘
G enkers I Sunday T

Reposiory Hame Time zone| Precedence [o0 [0t o2 [o3 [os [05 [ o6 [07 [ 05 [09 [10 [ 41 [12 [13 [ 14 [ 15 [ 46 |17 |18 |19 [20 [ 21 |22 |25 |00 | of | 02 |03 [04 | 05 | 05 | 0]

[] Dates 04 Local | Baclup precedence [+
[
Oundefred W incoming B outpong B Combined [ Backup precedence [ Unreachabie or unsupported

Figure 21-7 Centralized Replication Schedule Management

21.8.4 Replication rate control

There are enhanced system replication throttling and dynamic system resource allocation
functions for incoming and outgoing replication. ProtecTIER replication offers the following
enhanced features and benefits:

» Setting replication performance limits: The nominal performance limit reflects the overall
resource consumption of the system. The physical performance limit reflects the network
transfer rate of the replication network.

» Enhancements to the replication rate control mechanism: Currently, the replication rate
control (RRC) is used when a user does not provide a time frame and the system
replicates continuously. The rate calculation determines the maximum rate that is
possible in both levels of system usage (IDLE and BUSY), and normalizes the rate.

Chapter 21. ProtecTIER replication ~ 383




384

» A new GUI feature that provides an at-a-glance view of the proportion of the repository
data, replication data, local backup data, and free space, as shown in Figure 21-8.

Capacity
Physical Nominal
B Used: 20.3TB B Gackup: 46.9 TB
[] Fragmented: 24.2 GB B Replication: 104.9 TB
O Allocable: 9,926.6 GB [ pending: 156.8 TB
O allocable: 147.5 TB
Total: 30,0 TB Estimated total space: 456.1 TB

Figure 21-8 Repository usage by category

The nominal and physical throughput (data flow rate) can be limited by setting the replication
rate control. The following information must be considered:

» Both the nominal and physical amounts of data that are being processed or transferred.
» The ability to send and receive new unique data between spokes and the hub.

» ProtecTIER validates all the new or updated objects at the target repository before it
makes them available for the user. Setting the replication rate control allows the user to
limit the nominal and physical throughput (data flow rate of replication). This feature can
be used on spokes and on the hub for both sending and receiving. The values that are set
for the physical and nominal limits have no explicit influence on one another. The values
that are set in the physical throughput might, but do not necessarily, affect those values
that are set in the nominal throughput, and vice versa. However, when you use both
methods, the physical settings override the nominal ones.

Setting a nominal limit
When you set a nominal limit, you define the maximum ProtecTIER server system resources
that can be used to process the replication data. The nominal throughput directly affects the
replication data flow and the load on both the source and destination repositories.

By setting a nominal limit for a ProtecTIER system that performs both backup and replication,
the replication processing does not compete with the backup operation for system resources.
Setting the limit on a source repository ensures that the backup operation realizes the total
possible throughput minus the nominal limit set.

IBM ProtecTIER Implementation and Best Practices Guide



For example, on a node with a performance capacity of 500 MBps that performs backup and
replication concurrently, the user might set the following limits:

» 300 MB per second when replication is running on its own
» 100 MB per second when replication is running concurrently with a backup

Setting a physical limit

When you set a physical limit, you limit replication network bandwidth consumption by the
ProtecTIER server. This limit is intended to be used when the network is shared between the
ProtecTIER server and other applications so that all applications can run concurrently. The
Physical throughput limit restrains the amount of I/O and resources that the replication
processes can use. This limit reduces the total load on the replication networks that are used
by the repository and the amount of resources that are needed at the peer repository.

Although this limit can be set at either the spoke or the hub (or both), it is typically set at the
spoke. Setting a limit at the hub limits the bandwidth for the entire replication operation, which
results in de facto limitations on all spokes.

21.8.5 Setting replication rate limits

You can limit the replication rates and throughput (Figure 21-9) in the following situations:

» During a backup or restore operation
» When there is no backup or restore activity
» Within a defined replication time frame

Replication Rate Limits x|

Select and define the maximum phyzical and nominal throughput {in MEfzec) options to set the replication rate limits, Leave
the checkboxes empty for unlimited replication rates, The Default system settings values are autom atically adjuzted when
the peak throughput iz increased.

With selecting the default system zettings, the walues will be auto adjusted when the peak throughput will be increazed.

Choose the incoming and outgoing replication rate limits mode:
() Default system settings

() Cambined settings

@ Individual zettings

Phys ical throughput (MEB/5ec)
Incoming Cutgoing

[ Physical throughput limits |Un|imited | |Llnlimited |

Nominal throughput (ME/Sech
Incoming Cutgoing

[ Limit when no backup or restore load |Un|imited | |Llnlimited |

Incoming Cutgoing

[ Limit during backup or restore load |Un|imited | |Llnlimited |

Incoming Cutgoing

[ Limit within a replication timeframe |Un|imited | |Llnlimited |

\CNOt available in OST mode ) @ |m

Figure 21-9 Setting replication rate limits
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21.8.6 Limiting port bandwidth consumption
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Bandwidth throttling (physical limit) controls the speed at which replication operates, where
the user can specify a maximum limit for the network usage. The ProtecTIER hardware
platform uses two TCP/IP Gigabit Ethernet interfaces per node for sending the actual
replicated data traffic across the network. Data transfer occurs at a maximum rate of 175 -
190 MBps per single node and 350 - 380 MBps for a dual-node cluster. By default, there is no
configured bandwidth limit. The ProtecTIER server uses as much bandwidth as it can.

If the physical network layer consists of dark fiber or other high-speed network infrastructure,
there is typically no reason to limit replication throughput. However, if the ProtecTIER server
is running over a smaller network pipe that is shared by other applications, you can restrict
the maximum throughput that is used by ProtecTIER replication.

This parameter is adjustable per GigE port on all nodes in the replication grid. It applies only
to outgoing data. Set it at the source (sending) system. If the source system is composed of a
dual-node cluster, it is important to set the limit at each node.

For example, to hold ProtecTIER replication to a limit of 100 MBps, set each of the four
available GbE ports to 25 MBps. Likewise, if the replication traffic is split between two
networks with different bandwidth capacities, you can set different limits per port to implement
a network-specific cap. By default, the setting per port is Unlimited (Figure 21-10).

Device: replicl

Device properties

P Address: 192.168.170.1 Speed: Hil
Metmask: 255.255.255.0 Limit: H/A
Gatesnvay: Hil WATL: 1500 Bytes
Status: up Load balance mode:  HA&
Onrt In
r 1T 1
Physical | 0.00 (MB/Sec) | Physical | 0.00 (MBiSec) |
Limit network interface bandwicth 'E] —
| Limit bancwicth
S | 52X
Thiz diglog allovws you to set the speed limit for the selected netwark
interface.
000 Mbit/Sec In
& Eandwidth limitation wil not take effect immediately [T !
| Physical [ 0.00 (MBSec) |

Device: replic

IP Address: 192.168.170.1
Usage: Replication
Speed: 0 Mbit/Sec

CEI Limit netwark bandwidth Mbﬂ!SeD
Ok | Cancel

Figure 21-10 Potential modification of the Eth3 interface limit
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Changing the bandwidth: If the bandwidth limitation is changed during replication, the
change does not take effect immediately. If replication begins after the bandwidth limitation
change, the effect is immediate.

21.9 Replication backlog

When replication activity is started, the source system builds a list of new and changed data
blocks and sends that list to the receiving system. The receiving system checks the list and
determines which data blocks it must synchronize with the source system and then sends
requests for the transferal of data blocks. Now, there is a backlog of replicated data. The
source system monitors and displays the amount of backlog replication data in the
ProtecTIER Manager GUI Activities view.

Having a backlog of replicated data is not a problem in and of itself. A potential problem is
indicated when the amount of backlog data does not go down over time.

If there is an unscheduled long network or DR site outage, the replication backlog might
become too large for the system to catch up. A prolonged replication backlog might be an
indication of insufficient available bandwidth that is allocated for the replication operation. In
an optimal situation, there should not be any backlog activities that remain (Figure 21-11).

:E'g( Activities )

Status: Ok Syst poizon warrant Repository:  poison_wearrart_repostory  Grid name:  Whitesnake_ss_hub Grid ID: 0 Grid repository 1D:

= Drive 27 14 MESec
=3 Drive 28 1 MESec
=9 Drive 29 13 MBiSec
[ Drive 3 14 MBISec W|

BEI = Diritee 50 | 13 MR _

| Select all I | Select none I | Stop activity
Overall statistics

35 Backup streams Restore streams . Backlog

I 1 |

Mominal HMI (MB/Sec) Morminal 0 (MB/Sec) Whitesnake_repository (10 1)

N
| Repllcatlon‘ l Backlog /I)

= Eackup 4" Restors :‘=:=> Incaming replication ‘% Cutgoing replication

* Only relevant for outgoing replication activities.

Figure 21-11 Backlog status in replication activities

Use either of these methods to delete the replication backlog:

» From the ProtecTIER Manager replication Policy view, select a specific policy and click
Abort activities.

» From the ProtecTIER Manager replication Activities view, select a specific activity and
click Abort activities.

SLAs: For the system to support the organization’s set of service level agreements
(SLAs), enough bandwidth must be allotted for replication during the replication window so
that all the policies are run within the allotted time.
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Aborting replication tasks

Aborting replication tasks removes them from the list of pending and running tasks. These
tasks are automatically returned to the replication queue if the specific cartridge is in one of

the following states:

» Appended
» Ejected from the library

» Selected for manual execution

One way to prevent these replication tasks from rerunning is to mark those cartridges as
read-only either on the ProtecTIER server or by the backup application. These cartridges are
not used for further backups, and therefore do not replicate. New (scratch) sets of cartridges
are used for subsequent backups, and do not contain backlog data that does not need to

be replicated.

Tip: To resume /O activity, use different barcodes. Because the earlier data on the older
cartridges is replicated before the new data, the backlog is too large to manage. Using a
different set of barcodes allows the new data to be replicated, and you can skip replication
of the data from the old cartridges.

21.9.1 SNMP alerts for replication backlog
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ProtecTIER provides a method for monitoring backlog data and notifying you if backlog data
becomes greater than a user-defined threshold setting, as shown in Figure 21-12.

Cornfiguration |

Registration

SNMP Traps

Alert Filtering By Sewerity

Physical Space Threshold Alerts
Mominal Space Threshold Alens
Backiog Threshold SNMP Alerts |
F.%5. Usage Threshold SNMP Alers

E-mail Alerts

[ Backlog Threshold SNMP Alerts |

A SNMP alert will be sent if the replication backlog increases above the Warning threshold, A
second alert will be sent once the replication backiog decreases belowthe Information
threshold, Define the individual thresholds below,
| Replication Backlog Thresholds Options ¢ |
Remote Repositary | Threshold Settings
Kenny&E_repository (1D 24) Iy 10 GE @sce
lfg'.JE'l'“l' ||;;|:.r_e| |

Figure 21-12 SNMP Alerts
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21.9.2 Reserving space for local backup data

ProtecTIER can reserve local-backup-only space for the hub repository. You can use this
enhancement to exclusively assign a portion of a hub repository for local backups. This
enhancement was added to ensure that capacity is reserved only for local backup.
Replication cannot be written to this portion of the hub repository. Error notifications display if
the repository hub areas that are reserved for local backup or replication are reaching
maximum capacity. Figure 21-13 shows the window for this enhancement.

| Fill the field belowy with the minimum nominal space size reserved for backup

| | Current capacity

e | Currently 0.0 TB nominal reserved for backup

\ Mewsize: [92.8 | 1B

Nominal

M Esciup 53021 GB |
M Replication: 10.9 TB

[ Pending 0.0 MB

B siocable: 217.3TB

Estimated tolsd space:.  233.2 TB

Figure 21-13 Current capacity

21.10 Replication planning

The planning process for ProtecTIER systems with replication deployed requires more input
and considerations beyond the individual capacity and performance planning that is needed
for a system that is used only as a local VTL, FSI, or OST. When a multiple-site, many-to-one,
or many-to-many replication strategy is deployed, the entire configuration, including all
spokes and hubs, must be evaluated.

The planning of a many-to-one replication environment is similar to the planning of a
one-to-one replication strategy. The only difference is that you must combine all replication
loads (and potentially a local backup) for the hub. The ProtecTIER Planner tool should be
used at the planning stages before any ProtecTIER deployment.
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21.10.1 Bandwidth sizing and requirements

The ProtecTIER server replicates only the new or unique deduplicated data. Data that was
deduplicated on the primary server is not sent to the DR site. However, the DR site (hub)
must synchronize with all of the data on the primary server to ensure 100% data integrity. For
example, if there are two cartridges at the primary site, cartridge A and cartridge B, and each
contains the same 1 GB of data:

» Replicating Cartridge A transfers 1 GB of physical (which equals nominal) data. The data
is new to the DR site repository.

» Replicating Cartridge B transfers 0 GB of physical data to the DR site. Because the same
data was transferred with the Cartridge A replication, all of the Cartridge B data exists at
the DR site repository. Following the replication action, 1 GB of nominal data is indexed on
Cartridge B at the DR site.

Throughput: The maximum replication throughput for any scenario depends on many
factors, such as the data type and change rate.

Tip: When you configure a system with unbalanced replication network lines, the total
throughput is reduced to the slowest line.

The best practice is for both networks in the replication network topology to be set at the
same speed at the source. If need be, set the speed of the port, by using ethtool, of the
faster network to the same speed as the slower network. Here is an example of

the command:

ethtool -s eth2 speed 100

21.10.2 Replication throughput barriers

390

The following types of replication data transfer throughput barriers have been identified:

» Physical data-transfer barrier: This barrier results from a ProtecTIER node that has two
1 GB Ethernet ports, where single node system supports up to 190 MBps physical data
transfer (two 1 Gbps replication Ethernet ports). A dual-node clustered system supports
up to 380 MBps physical data transfer (as it has four 1 Gbps replication Ethernet ports).

» Nominal data barrier: The nominal data barrier results from the maximum processing
capability of a given ProtecTIER system (3958-DD5):

— A single node system supports up to 1540 MBps of nominal data backup ingest,
replication, or a combination of these activities.

— A dual-node clustered system supports sustainable rates of up to 2860 MBps of
nominal data backup ingest, replication, or a combination of these activities.
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Performance figures: For all calculations in the following sections, we use the
performance figures of the new ProtecTIER model 3958-DD5. When you make the
estimation with older machines, adjust these variables:

» DD4 maximum system performance (concurrent backup and replication activity):

— 1,400 MBps single node (nominal) (900 MBps Version 2.5)
— 2,000 MBps 2-node cluster (hominal) (1500 MBps Version 2.5)

» DD3 maximum system performance (concurrent backup and replication activity):

— 935 MBps single node (500 MBps Version 2.4)
— 1,400 MBps 2-node cluster (1000 MBps Version 2.4)

Maximum specifications are based on a TS7650G and a correctly configured back-end
disk array. Typical restores are about 15 - 20% faster than backups.

21.10.3 Calculating the replication data transfer

Use the following formula to calculate the replication data transfer. The formula estimates the
number of gigabytes of changed data to be sent across the network, and adds 0.5% for
control data.

Replication data transfer = daily backup x (Change rate + 0.5%)
Example 21-1 shows an example of this formula.

Example 21-1 Replication of a 6 TB daily backup with change rate of 10%

RDT= 6000 GB x (10% + 0.5%)= 630 GB

In this scenario, 630 GB of physical data is replicated to the second site, rather than 6 TB of
nominal data that would otherwise be transferred without deduplication.

21.10.4 Calculating replication bandwidth

Use this formula to calculate the required replication bandwidth:
Replication bandwidth = replication data transfer + available replication hours
Example 21-2 shows an example of this formula.

Example 21-2 For a replication window of 10 hours

replication bandwidth = 630 GB + 10h = 63 GB per hour

The WAN bandwidth must be able to transfer an average 63 GB per hour, which represents
the requirements for an 18 MBps link between spoke and hub.

Tip: Continuous replication operation (24 hour replication concurrent with a backup
operation) is rarely the recommended mode of operation. Add 10% of the required
bandwidth for headroom in case of network outages or slowdown periods.
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Ports for replication in firewalled environments

In a firewalled user environment, you must open the following TCP ports in order for IP
replication to function properly:

» The replication manager uses TCP ports 6202, 3501, and 3503.

» The replication operation between any two repositories uses TCP ports 6520, 6530, 6540,
6550, 3501, and 3503.

ProtecTIER replication does not use any User Datagram Protocol (UDP) ports. In addition to

bandwidth performance, two other major factors affect network quality:

» Latency

Depending upon many factors along the network span, the latency in any WAN varies, but
must never exceed 200 ms. If so, it might decrease the system replication throughput. For
more information about this topic, contact your network administrator.

» Packet loss

Packet loss across the network should be 0%. Any other value indicates a major network
problem that must be addressed before replication is deployed. For more information
about this topic, contact your network administrator.

21.11 Bandwidth validation utility

392

The pt_net_perf_util network testing utility is included as part of the ProtecTIER software
package. As a part of the installation process, the installer must ensure that the ProtecTIER
nodes at both sites can run this utility concurrently.

Before replication is deployed, the bandwidth validation utility tests and verifies the maximum
replication performance between two future ProtecTIER repositories by emulating the
network usage patterns of the ProtecTIER replication component. Although this utility does
not predict replication performance, it might discover performance bottlenecks.

Tip: It is not necessary to build a repository or configure the ProtecTIER back-end disk to
run the pt_net_perf_util test tool.

Here are the requirements of the pt_net_perf_util utility:

» Red Hat Linux Version 5.6 or later. You must have the following standard external utilities
in the current path:
- ping
— netstat
— getopt
— echo

» The utility has two modes of operation: It tests and verifies data flow from the client server
to the target server, and vice versa.

— Data flow from the client server to the target server

The client server is the ProtecTIER system that transmits the test data. The target
server is the ProtecTIER system that receives the data. Based on the data that is sent
by the client and received by the target, a script outputs key network parameters. Data
flow from the client server to the target server is tested to verify that the target server
functions as expected.
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— Data flow from the target server to the client server

It is also important to test data flow in the reverse direction (from target to client) to
measure the bandwidth performance during disaster recovery failback. Network
bandwidth is not always the same in both directions.

21.11.1 Using the bandwidth validation utility to test the data flow

The target ProtecTIER server must be started and running before the client server. Before

you run the utility, shut down all other programs on both the client and target server of the
ProtecTIER replication grid.

This procedure, which tests network performance between two servers on a WAN, takes

about 25 minutes. The utility performs five foreground tests (tests 1 - 5), and one background

test (test 6).
To test the data flow from the client server to the target server, complete the
following steps:

1. Start the target server mode of the utility on Server A. Run either of the following
commands on the command line:

— To use the iperf external utility, run the following command:

/opt/dtc/app/shin
./pt_net_perf_util -s

— To use the nuttcp external utility, add -n to the command:

cd /opt/dtc/app/sbin
./pt_net_perf_util -s -n

2. Start the client mode of the utility on Server B. Run either of the following commands
(where -t 300 is the wanted duration of test):

To use the iperf external utility, run the following command:

cd /opt/dtc/app/sbin
./pt_net_perf_util -c serverl -t 300

To use the nuttcp external utility, add -n to the command:

cd /opt/dtc/app/sbin
./pt_net_perf_util -c serverl -t 300 -n

The utility automatically performs all the tests in sequence. The client server output
(Server B) is similar to the output in Example 21-3.

Example 21-3 Sample client server output of pt_net_perf_util

*** Latency

PING 10.0.13.194 (10.0.13.194) 56(84) bytes of data.
---10.0.13.194 ping statistics ---120 packets transmitted, 120 received, 0%
packet loss, time 119060ms

rtt min/avg/max/mdev = 57.403/78.491/104.451/9.872 ms
*** throughput -Default TCP

[3] 0.0-120.1 sec 2.41 GBytes 173 Mbits/sec

**% throughput -1 TCP stream(s), 1IMB send buffer

[3] 0.0-120.0 sec 2.51 GBytes 180 Mbits/sec

**% throughput -16 TCP stream(s), IMB send buffer
[SUM] 0.0-121.4 sec 5.91 GBytes 418 Mbits/sec

**% throughput -127 TCP stream(s), IMB send buffer
[SUM] 0.0-126.1 sec 8.08 GBytes 550 Mbits/sec
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Number of TCP segments sent: 1619061
Number of TCP retransmissions detected: 201038 (12%)
Done.

Interpreting the results
The following interpretation is based on the example output that is shown in Example 21-3 on
page 393. Actual test results vary.

» Test 1 - Latency: Checks the nominal network link latency and packet loss. As you can
see from the script:

— The average round-trip-time (RTT) was 78.491 ms.
— There was 0% packet loss.

» Test 2 - Throughput default settings: Checks the maximum TCP throughput by using a
single data stream with default TCP settings.

— The test ran for 120.1 seconds.
— 2.41 GB of data was transferred, with an average throughput of 173 Mbps.

Remember: 1 MB = 1,048,576 bytes. 1 MBps = 1,000,000 Bps.

» Test 3 - Throughput of single stream with a 1 MB send buffer: Checks the maximum TCP
throughput by using a single data stream with a 1 MB send buffer.

— The test ran for 120.0 seconds.
— 2.51 GB of data was transferred, with an average throughput of 180 Mbps.

» Test 4 - Throughput of 16 streams with a 1 MB send buffer: Checks the maximum TCP
throughput by using 16 streams with a 1 MB send buffer.

— The test ran for 121.4 seconds.
— 5.91 GB of data was transferred, with an average throughput of 418 Mbps.

The extra streams yielded higher usage of the connection.

Note: The megabits per second reported in test 4 is the maximum replication
performance the system can achieve if the backup environment uses three or fewer
cartridges in parallel.

» Test5 - Throughput of 127 streams with a 1 MB send buffer: Checks the maximum TCP
throughput by using 127 streams with a 1 MB send buffer.

— The test ran for 126.1 seconds.
— 8.08 GB of data was transferred, with an average throughput of 550 Mbps.

The megabits per second reported in this test is the maximum replication performance
that your system may achieve. If this number is lower than anticipated, contact your
network administrator.

Note: The throughput value that is given by test 5 is the maximum potential physical
replication throughput for this system. It is directly affected by the available bandwidth,
latency, packet loss, and retransmission rate.

Tip: Using the TCP protocol, it takes a while for your system to reach its maximum
throughput. Run the test with longer testing times (more than 300 seconds).
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» Test 6 - TCP retransmissions versus total TCP segments sent: Compares the total TCP
transmissions sent with the number of packets that are lost and retransmitted. It also
calculates a retransmission rate.

— Atotal of 1,619,061 TCP segments were sent during the five tests.
— 201,038 were lost and retransmitted.
— The retransmission rate is 12%.

The retransmission rate imposes a direct penalty on the throughput, as the retransmission
of these packets uses bandwidth. The retransmission can be caused by the underlying
network (such as packet dropping by an overflowing router). It can also be caused by the
TCP layer itself (such as retransmission because of packet reordering). Segment loss can
be caused by each of the network layers.

Hint: TCP retransmission larger than 2% might cause performance degradation and
unstable network connectivity. Contact your network administrator to resolve this issue.

21.11.2 Repository replacement

Use the repository replacement function when you want to fail back to a different or rebuilt
repository. To accomplish this task, complete the following steps:

1. Cancel the pairing of the original repositories in the replication manager.
2. Take the original primary repository out of the replication grid.

Important: If a new repository replaces the original one, then the new repository must
be installed and join the replication grid.

3. Run the ProtecTIER repository replacement wizard and specify the repository to be
replaced and the replacement repository.

After the disaster recovery situation ends and the primary repository is restored or replaced,
you can return to normal operation with the production site as the primary site.
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Figure 21-14 shows how to leave ProtecTIER DR mode.
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Figure 21-14 Leaving ProtecTIER DR mode

Important: Leaving DR mode should always be preceded by a failback action.

For more information, see IBM System Storage ProtecTIER User Guide for Enterprise Edition

and Appliance Edition, GC53-1156.

Cartridge ownership takeover
Cartridge ownership takeover enables the local repository, or hub, to take control of

cartridges that belong to a deleted repository. Taking ownership of the cartridges on a deleted
repository enables the user to write on the cartridges that previously belonged to the replaced

(deleted) repository. This process is also known as a change of principality.

Cartridge ownership: The repository can take ownership of a cartridge only if the
repository is defined on the Replication Manager as the replacement of the

deleted repository.

In this section, we provide case studies of planning and sizing ProtecTIER Replication. Both
many-to-one (Spoke and Hub) replication environment and many-to-many bidirectional

21.12 Planning ProtecTIER replication

replication scenarios are described.
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21.12.1 Deployment planning scenario: many-to-many

Figure 21-15 shows a deployment planning scenario for four sites, each with a dual-node
gateway. This is an example of building a maximum four node many-to-many VTL
configuration with various replication strategies.

VTL, OST, and FSI systems are configured in many-to-many replication groups, so this same
sizing strategy applies, but the throughput numbers vary for each type.

At the time of the writing of this book, the maximum listed speed for a dual-node DD5 VTL
gateway is 2500 MBps, so all calculations are based on this speed. As ProtecTIER
technology improves, the rated performance numbers continue to increase. For the latest
published ratings, go to the following website:

http://www-03.ibm.com/systems/storage/tape/ts7650g/index.htm]

Assume that the following characteristics of the replication grid are present:

» All processes have the same maximum rate (2500 MBps).
» All data exists at all sites.
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Figure 21-15 Four sites - each with a dual-node gateway hub

Maximum workloads
This section provides scenarios of a maximum backup with no replication, as well as
scenarios with maximum workload with one, two, and three replicated copies.

Maximum backup with no replication

With no data replication, a maximum of 24 hours can be used to accept backup data. One 24
hour time slot translates to 216 TB per day for each system. This is not a recommended
configuration; it is included here for purposes of the discussion.
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Figure 21-16 shows an overview of this scenario.

Maximum Workloads - No Replication

FrotecTIER ProtecTIER
A B

24 hours

ProtecTIER ProtecTIER
il D

Figure 21-16 Maximum workload with no replication

Maximum workload with one replicated copy

For this example, all four ProtecTIER systems receive and replicate the same maximum
amount of data that is possible in a 24 hour period. Because the workloads are equal, we can
divide the 24 hour period into three equal time slots:

» One backup process (All four nodes accept backup at the same time.)
» One incoming replication processes
» One outgoing replication processes

With one data replication for each node, a maximum of 8 hours can be used to accept backup
data. One 8 hour time slot translates to 72 TB per day for each system.
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Figure 21-17 shows an overview of this scenario.

Maximum Workloads - One Copy
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Figure 21-17 Maximum workload with one replicated copy

Two replicated copies

For this example, all four ProtecTIER systems receive and replicate the same maximum

amount of data that is possible in a 24 hour period. Because the workloads are equal, we can

divide the 24 hour period into five equal time slots:

» One backup process (All four nodes accept backup at the same time.)

» Two incoming replication processes
» Two outgoing replication processes

With two data replications for each node, a maximum of 4.8 hours can be used to accept

backup data. One 4.8 hour time slot translates to 43 TB per day for each system.
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Figure 21-18 shows an overview of this scenario.

Maximum Workloads - Two Copies
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Figure 21-18 Maximum workload with two replicated copies

Three replicated copies

For this example, all four ProtecTIER systems receive and replicate the same maximum

amount of data that is possible in a 24 hour period. Because the workloads are equal, we can

divide the 24 hour period into seven equal time slots:

» One backup process (All four nodes accept backup at the same time)

» Three incoming replication processes
» Three outgoing replication processes

With three data replications for each node a maximum of 3.4 hours can be used to accept
backup data. One 3.4 hour time slot translates to 30.6 TB per day for each system.

IBM ProtecTIER Implementation and Best Practices Guide




Figure 21-19 shows an overview of this scenario.
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Figure 21-19 Maximum workload with three replicated copies

Table 21-1 depicts activity within different time frames in a 4-way many-to-many replication

configuration.

Table 21-1 Example of a 4-way many-to-many replication configuration

Time frame Activity
1 All systems process backups at 2500 MBps for 3.4 hours (30.6 TB).
2 System C replicates to B at 2500 MBps for 3.4 hours.
System D replicates to A at 2500 MBps for 3.4 hours.
3 System C replicates to D at 2500 MBps for 3.4 hours.
System A replicates to B at 2500 MBps for 3.4 hours.
4 System C replicates to A at 2500 MBps for 3.4 hours.
System B replicates to D at 2500 MBps for 3.4 hours.
5 System B replicates to A at 2500 MBps for 3.4 hours.
System D replicates to C at 2500 MBps for 3.4 hours.
6 System D replicates to B at 2500 MBps for 3.4 hours.
System A replicates to C at 2500 MBps for 3.4 hours.
7 System B replicates to C at 2500 MBps for 3.4 hours.

System A replicates to D at 2500 MBps for 3.4 hours.
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21.12.2 Many-to-one replication

This many-to-one planning example uses ProtecTIER TS7650 appliances (Figure 21-20).
Although the specific performance numbers would vary, this same process can be followed for
SMB appliances and TS7650G Gateway systems when you size and plan a

replication scenario.

Many-fo-One Deployment Example

12 Branch Offices (Spokes): Single node Gateways
1 Target (Hub): a two-node clustered Gateway

Incase ofa
disaster the DR-
site (Hub)can

Ta
li hrgew

t!‘EDDmE_ﬁ'*E Physical

Primary site for ProtecTIER capacity
any ofthe Clustered
Spokes Gateway

Central / DR Site

Figure 21-20 Many-to-one replication example

Assumptions
The case modeling is based on the following assumptions:

» A maximum environment of 12 Spoke systems and one hub system.
» Eight hour backup windows (hub and spokes).
» A 16 hour replication window.

» All windows are aligned, meaning that the eight hour backup window is the same actual
time at all 13 ProtecTIER systems (hub and spokes).

» Adequate bandwidth between all spokes and hub.
» A 10:1 deduplication ratio throughout the system.

» Data change rate at spokes does not saturate the physical reception capabilities at
the hub.
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Maximum workloads assumed
Here are the values for the maximum workloads:

» Hub backup:

— Eight hour backup window.

— 9 TB per hour (2500 MBps).

— 72 TB of nominal daily backup at the hub.

— A 16 hour replication window.

— 9 TB per hour (2500 MBps) replication performance.

— 144 TB of nominal data can be replicated from all spokes.

» Spoke backup:

— Eight hour backup window.

— 144 TB for all 12 spokes = 12 TB of daily backup data per spoke.

— 12 TB/eight hours = 1.5 GB per hour or 1500 MBps sustained for eight hours.

— A spoke could potentially back up 72 TB of nominal data, but can replicate only 12 TB
because of configuration constraints.

Sizing the repositories for hub and spokes

This section provides examples for sizing repositories for spokes and hubs. It also provides
examples for calculating local backup space and incoming replication space.

Example of spoke repository sizing

In this example, each spoke can process up to 12 TB per day of local backup data, with a
10:1 deduplication ratio.

To size the spoke repository in our example, we complete the following steps:

1. Assuming a 10:1 deduplication ratio, approximately 1200 GB (or 1,200,000 MB) of new
data must be replicated to the hub per backup. The total daily space for 27 incremental
backups is calculated as follows:

1200 GB x 27 incrementals = 32.400 GB (or ~32 TB) of physical space (for incrementals)

2. With a backup compression ratio of 2:1, add 6 TB for the first “full” backup (12 TB at 2:1
compression):
32 TB + 6 TB = 38 TB of physical space for incrementals and full backup

3. Calculate the space that is necessary for spare capacity by multiplying the total physical
space that is needed by 10%:

38 TB x 10% = 3.2 TB of spare capacity

4. Calculate the total physical repository for each spoke by adding the total physical space
that is needed and the spare capacity:

38TB+4TB=42TB

Example of hub repository sizing

The hub repository must be sized to handle 27 days of local backups and 27 days of incoming
replication from all 12 spokes plus approximately 10% spare capacity.

Local backup space

In this example, the hub system can backup 72 TB in the 8 hour window. The first full backup
at the hub requires 36 TB of physical space (72 TB @ 2:1 compression ration). With a 10:1
deduplication ratio, the hub accumulates 7.2 TB of new data for each of the next 27 days.
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Here is the calculation for the local backup space:

36 TB +194.4 TB (7.2 TB x 27 days) = 230.4 TB

Incoming replication space
To calculate the incoming replication space in our example, we must complete the
following steps:

1. Calculate the hub repository space for a full backup of all 12 spokes at 2:1 compression:
(12 TB x 12 spokes)/2 = 72 TB of repository space

2. Assuming a 10:1 deduplication ratio, approximately, 1200 GB (1.2 TB) of new data per
spoke must be replicated to the hub per backup. Calculate the new data received daily at
the hub from all spokes:

1200 GB x 12 spokes = 14.4TB of new data
3. The total daily space for 27 incremental backups is calculated as follows:
14.4 TB x 27 incrementals = 388 TB of physical space

4. The total hub repository space that is necessary to accommodate the 27 incremental
backups and one full backup is:

230.4 TB + 388 TB +40 TB (10% spare capacity) = 464 TB for hub repository space

21.13 The backup application database backup
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Figure 21-21 illustrates a typical backup and DR environment using the ProtecTIER product.
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Figure 21-21 Typical backup and DR environment using the ProtecTIER product
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The backup application environment is straightforward. The backup application servers are
connected to storage devices (disk, real tape, or virtual tape). Every action and backup set
that the backup servers process is recorded in the backup application database or catalog.
The catalog is at the heart of any recovery operation. Without a valid copy of the database or
catalog, restoration of data is difficult, and sometimes even impossible.

The ProtecTIER server provides a virtual tape interface to the backup application server,
which you can use to create tapes, as represented by ONSITE_VTAPE_POOL in

Figure 21-21 on page 404. The client can also maintain another tape library to create real
tapes to take off-site, called OFFSITE_TAPE in Figure 21-21 on page 404.

ONSITE_VTAPE_POOL is where most client recoveries and restores come from. The key
advantage of this architecture is that restoration occurs much faster because the data is
coming from the ProtecTIER disk-based virtual tape rather than from real tape.

21.14 ProtecTIER Planner tool

Note: The ProtecTIER Planner tool is an IBM internal tool that is available to trained
ProtecTIER specialists.

The core component for any capacity sizing and subsequent configuration effort is the
ProtecTIER Planner. The primary methodologies to accurately size the required capacity and
configure the disk and file system infrastructure depend on the correct usage of this tool.

The primary function of the ProtecTIER Planner enables field engineers to perform key
activities when they size and configure the physical disk systems that are connected as
back-end storage of the ProtecTIER server. The process starts at a high level, where a
general capacity sizing is performed, based on key variables within the

organization's environment.

Another aspect of the sizing process is to understand how many metadata and user data file
systems are required based on disk technologies and RAID configurations to ensure correct
performance. The ProtecTIER Performance Planner aids in this process.

The ProtecTIER Metadata Planner enables the field engineer to understand how many
metadata file systems are required to support a repository of a certain size and the size of the
metadata file systems.

There are other utilities within the ProtecTIER Planner, such as upgrading from a previous
version (with the import of historical user data), and customizing any disk performance
information based on unique user scenarios when planning performance.

For more information about capacity planning for a TS7650 Appliance environment, see IBM
System Storage TS7600 with ProtecTIER Version 3.3, SG24-7968.

The ProtecTIER Planner should be used for capacity and performance planning while
manually adapting it to a many-to-many environment at an early stage before the ProtecTIER
deployment. The parameters to be considered are the same ones that are used in any
replication deployment:

» System workload: Both local backup and replication, including incoming and outgoing
» Network bandwidth: Available and required between the PT nodes on the grid
» Time frames: Backup and replication windows or concurrent operation
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22

Disaster recovery deployment
with backup applications

This chapter provides best practices, general rules, and setup for disaster recovery
considerations for the following backup applications:

v

»
»
»

Tivoli Storage Manager
Symantec NetBackup
EMC NetWorker
CommVault

It also provides effective techniques to perform disaster recovery processes and the related
failback process after the primary location recovers from the disaster situation.

This chapter covers the following topics:

YVVYVYYVYVYVYVYVYVYYVYY

Disaster recovery operations

ProtecTIER replication overview

Disaster recovery operations with VTL

Disaster recovery operations with FSI

Entering ProtecTIER DR mode

The backup application catalog

Single domain and multiple domains

Replication best practices for OST

Deploying replication with specific backup applications
Symantec NetBackup deployment with ProtecTIER replication
EMC NetWorker deployment with ProtecTIER replication
CommVault
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22.1 Disaster recovery operations

Disaster recovery (DR) is the process of recovering production site data at a DR location.
Disaster recovery is useful if a disaster occurs or a situation occurs where the production (or
primary) site goes offline. The hub, or DR site, can take the place of the production site until
the primary site comes back online.

Entering DR mode is done by using the ProtecTIER Manager GUI when you are logged on to
the DR ProtecTIER system. When you enter ProtecTIER DR mode, all incoming replication
and visibility switching activities from the failed production site to the DR site (hub) are
blocked. The DR node remains eligible for local backup and restore activity.

When the primary site is rebuilt or replaced, you can then use the ProtecTIER Failback
function to return the systems to their normal state and resume the backup and replication
operations. When the primary site comes back online, previously replicated and newly
created objects can be moved to the main production site by using the failback process. The
primary site then resumes its roll as a production site.

22.2 ProtecTIER replication overview

408

ProtecTIER replication enables virtual tape cartridges (VTL mode), file system volumes (FSI
mode), or NetBackup images (OST mode) to be replicated from the primary site to secondary
or multiple sites. This capability is intended to enhance disaster recovery (DR) and business
continuity (BC).

Users can select some or all of their data objects to be replicated to one or more sites.
ProtecTIER replication provides DR capability and enhanced availability in accessing backed
up data for restore operations across sites. Replication can run in parallel with backup and
restore activities or in dedicated scheduled time frames.

Data transfer is started based on trigger points in either on-demand continuous replication or
replication schedules. Data verification and validation is done at the DR site to ensure the
integrity of the transferred data before you make the virtual cartridge or tape available.

In summary, replication functions as follows:

» Replication is a process that transfers logical objects such as cartridges from one
ProtecTIER repository to another repository.

» The replication function allows ProtecTIER deployment to be distributed across sites.
Each site can have a single or clustered ProtecTIER environment.

» Each ProtecTIER environment has at least one ProtecTIER server.

» The ProtecTIER server that is a part of a replication grid has two dedicated replication
ports that are used for replication.

» Replication ports are connected to the customer's WAN. By default, each ProtecTIER
server is configured on two replication subnets.

» The replication groups are configured and managed in the ProtecTIER Grid Manager.
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22.2.1 Replication data transfer

When the replication action is started either manually or based on a policy, the source
(primary) ProtecTIER system carries out the following procedures:

» Initiates the sync-cartridge function between its own (source, that is, primary site)
repository and the destination (DR site) repository

» Reads the unique replication data units on requests from the remote ProtecTIER system
based on what it is missing

» Sends the unique data elements, by using TCP protocol, over the WAN to the remote
(DR) site

At the same time, the destination ProtecTIER system performs the following handshake
actions in this order:

1. Calculates the relevant cartridges’ sync point from where the replication must start.
2. Receives many data units concurrently as part of the replication action.

3. Verifies cyclic redundancy check (CRC) for all replicated data before it becomes available
as part of the data object.

After the CRC check is successful, the system moves each of the verified data elements in to
scope and makes it available at the DR site.

22.3 Disaster recovery operations with VTL

This section describes disaster recover operations in a Virtual Tape Library (VTL)
environment. It describes managing cartridges with replication by using basic disaster
recovery and visibility switching, cartridge replication requirements, and importing/exporting
slots allocation and searching ina VTL.

22.3.1 Managing cartridges after replication

When the replication jobs complete, the handling of the replicated cartridges is determined by
the replication policy. The cartridge is always replicated to the ProtecTIER shelf at the target
site. When the source cartridge is ejected from the source system virtual library, one of two
things happens: It is left off the shelf or it is automatically moved to the import export slot of
the target virtual library. The automated cartridge movement is known as visibility switching.

These two options are commonly referred to as follows:

» Basic disaster recovery (DR)
» Visibility switching

In the following sections, we provide a brief overview of both options.

Basic DR

The replicated cartridge stays on the target shelf after replication completes. Basic DR is
similar to disaster recovery where cartridges are kept on a physical shelf at the DR site or at a
remote storage facility. When the source site fails, physical cartridges can be rapidly
transferred to the DR location and imported in to the standby library. The same concept exists
with the ProtecTIER product when you use the basic DR mode. Cartridges are on the virtual
shelf of the target system and are ready to be imported to an existing or new virtual library.
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Visibility switching

Visibility switching is similar to a warm backup site practice. Physical cartridges are shipped
from the source location to the DR site and stored in the physical slots of the standby library.
When a disaster is declared, the necessary cartridges are immediately available for recovery
at the DR site.

Added value of visibility switching

In a virtual world, the difference in processor usage between the previously described modes
is minimal. Importing cartridges from the virtual shelf to a library is fast and requires little
effort. It can be done from anywhere (with network access to the system). Storing cartridges
on the virtual shelf does not make the DR system less reactive for recovery. As a result, the
RTO that a ProtecTIER replication-based DR solution offers represents an improvement over
a physical tape-based solution.

The advantage of visibility switching is more versatile management for backup applications
that support cross-site distributed tape library management of their catalogs. Backup
applications that can manage multiple sites through a universal catalog or database can use
automated cartridge movement. Automated cartridge movement easily moves cartridges from
site to site without using any other interface other than the backup application itself. With a
replication policy that is configured to use visibility switching, when the backup application
ejects a cartridge from a source library the cartridge then appears at an import and export slot
of a designated DR site library (pending completion of replication). Likewise, cartridges can
be moved back to the source site library by using the reverse process. Having control of the
cartridge movement through the backup application simplifies the process of cloning
cartridges to physical tape at the target site.

By eliminating the usage of physical tape from the replication process, a few more steps by
the ProtecTIER server are required if visibility switching is not used. Because backup
applications cannot handle the same barcode at multiple sites, cartridges are visible in only
one library at a time. Therefore, the ProtecTIER server does not permit a cartridge to be
visible in two libraries even if the data exists in both locations. To create a physical copy at
the DR site without visibility switching, the administrator must perform the following actions:

» Import the replica into the target library after replication completes.
» Import the source cartridge back into the primary library when the clone job completes.

Some well-known backup applications that support single domain are Symantec NetBackup,
EMC NetWorker, and IBM System i BRMS.

For applications that do not support a single domain, the automated visibility switching
mechanism is of no real value. Each library is managed by a separate entity with no shared
knowledge of the replicated volume’s content and whereabouts. In these environments, the
local backup server must proceed through a recent backup catalog or database that
describes the content of the associated data volumes. Every set of replicated data cartridges
that is imported into a target library needs to be preceded by a recent catalog or

database update.

After the backup server at the target site is updated, the creation of physical tapes requires
the moving of the cartridges. The cartridges are moved from the shelf to the library and
exported back to the shelf when you are finished. This part of the tape creation procedure is
the same as it is in a single domain environment.

22.3.2 Cartridge replication requirements

» A ProtecTIER server does not replicate a cartridge if the target instance is in a library.
» Cartridges should be exported back to the shelf after cloning.
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» A cartridge that remains in the target library after a cloning prevents further replication.
» Before you move cartridges into a source library, verify that a cartridge is not left in the
target library.

22.3.3 Importing/exporting slots allocation in VTL

When you create a virtual library, the default is to create eight import/export slots. A low
import/export slot count can affect your DR process. For this reason, allocate more than eight
import/export slots for DR purposes (the maximum value is 1022 per library and 4096 per
repository). Allocation of more import/export slots is also important if visibility switching is
used and in cases of a DR strategy with a heavy cartridge ejection requirement

is implemented.

Import/export slots: Create enough import/export slots so that all of your DR cartridges
are processed in one single step.

For example, if you need to move 32 cartridges for your initial DR operation, create at least 32
import/export slots in your virtual library. This configuration reduces the DR complexity.

22.3.4 Import/export slots searching

When you move replicated cartridges from the virtual shelf to a library, the backup application
needs to scan and find the new cartridges in the import/export slots. Scanning for the new
cartridges is a time consuming action. Alternatively, you can create more empty slots (for
example, when you create the library, choose X cartridges and X+100 slots). The slot
locations are already known to the backup application and therefore reduce the scan time
that is required to scan for new cartridges.

22.4 Disaster recovery operations with FSI

You can use the ProtecTIER product to configure replication policies to replicate file system's
directories and all objects that are contained in these directories recursively to remote
ProtecTIER repositories without any disruption to the operation of the file system as a target
for backup. It is possible to define up to 64 source directories and up to three remote
ProtecTIER destinations per replication policy. The replicated data in the remote destination
can be easily used to restore data in the case of a disaster recovery, or in the case of a
disaster recovery test (without any interruption to the backup and replication procedures).

Itis important to allow the ProtecTIER product to supervise all the changes that are made to a
directory, or to a set of directories, that are defined within a replication policy. Therefore, you
should not disable a replication policy unless this policy is no longer considered relevant. If
there is a scheduled maintenance of the network that is used for replication, it is possible
(though not mandatory) to suspend the replication to a specific destination. Suspend allows
the ProtecTIER product to continue supervising all of the changes made; it does not attempt
to send the replication data through the network for the time that is defined by the suspend
operation (the suspend operation is limited in time).

In the case where a policy was disabled for some reason, a new Replication Destination
Directory (RDD) must be defined to re-enable the policy. The ProtecTIER product does not
need to replicate all of the data from scratch if the old RDD was not deleted. It needs to create
only the new structure and metadata within the new RDD. Therefore, you should not delete
the old RDD until a new cycle of replication to the new RDD is complete.
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In summary:

»

File system replication is a major feature of the ProtecTIER FSI project. It provides an
inherent disaster recovery ability for ProtecTIER FSI customers.

As opposed to VTL replication, FSI must replicate file’s data and metadata, and the
directory tree structure.

FSI replication enables directory replication capability across repositories.
FSI replication provides high availability in accessing backed up data across sites.
FSI structural changes are replicated one by one to maintain the order of changes.

Data replication is separated from structural replication to prevent delaying the order
of changes.

Upon a write operation, a file closure creates two replication triggers, one for data and one
for structure.

Structural changes create a structural trigger to replicate the change.

Renaming a directory that is included in a replication policy is not allowed and results in a
client error.

Manual replication uses FSI snapshot to efficiently perform the replication.

FSI replication policies are defined on a set of directories in the source repository and
target directories in the RDD.

22.4.1 Replication Destination Directory

The RDD is a specially designated directory under the root of a file system at the DR site.

>

The RDD is allocated and flagged upon policy creation to ensure that only one replication
policy replicates to the RDD.

After an RDD is allocated by a source policy, it cannot be used by any other policy.
A replication policy is first created with empty RDDs.

The source directories may not be empty when you create a policy, so part of them might
not be synchronized at the destination until changes to it are applied.

On FSI replication, a destination file or directory either exists in its synchronized state or
does not exist there at all.

Under no circumstances should a file or directory exist in the destination in an
unsynchronized state. This a crucial assumption of the design.

Replication can be ran manually, either on a policy as a whole, or a specific directory in it.

22.4.2 ProtecTIER FSI cloning
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Cloning in FSI lets you perform disaster recovery tests at a replication destination repository
while allowing replication of the original data from the source repository to the destination
repository to continue. To perform a disaster recovery (DR) test, a space-efficient clone of a
read-only replication destination directory can be created on the destination repository that is
read/write accessible. All existing data in the repository remains accessible during cloning. If
backup data is written to the clone, the relevant modified section is written as new data on
the repository.
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To clone a replication destination directory, complete the following steps:

» From the Systems Management view, click Replication — Replication Directory —
Clone a replication directory. The Clone a replication directory window opens.

» In the Source directory pane, select the file system from which to clone the
replication directory.

» Click Browse to search for and select the directory name of the replication directory you
want to clone.

» In the Target directory pane, select the file system to which to clone the
replication directory.

» Click Browse to select the new directory path and enter the new directory name to which
the contents of the replication directory are to be copied.

» Click Clone. A message displays that it might take time for all of the directory contents to
be copied.

» Click Yes to confirm and begin the operation. The Cloning progress window displays the
source and destination paths, the total number of files to be cloned, the start time of the
operation, and the number of files that are cloned per second.

» Click to hide the Cloning progress window.

22.4.3 Replication best practices for FSI

Here we describe some best practices regarding network replication in combination with
ProtecTIER File System Interface (FSI).

File system naming

Choose meaningful names when you create file systems and network shares on the
ProtecTIER server. Consider using the same name for the file systems that you create and
the shares that you create in these file systems. Consider some obvious scheme to be able to
re-create the relationship between file shares and file systems.

Backup server separation

Each backup server output should point to a separate directory that is configured in the
ProtecTIER FSI. Because network replication policies are established between the source
and destination at the directory level, creating a directory per backup server ensures
consistency of individual backup servers. You can use this configuration to individually
configure network replication for only a subset of your backup servers.

22.5 Entering ProtecTIER DR mode

Keep the process for entering DR mode simple to avoid potential complications and human
errors when you handle an emergency situation. For VTL, the ProtecTIER DR wizard in
ProtecTIER Manager at the DR site facilitates the initiation of DR mode.
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Figure 22-1 shows an example of entering ProtecTIER DR mode.
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Figure 22-1 Entering ProtecTIER DR mode

As shown in Figure 22-1, to enter the mode, complete the following steps:

1. From the Systems Management view, click Replication — Replication Disaster
Recovery — Enter DR Mode.

2. Choose the repository that you want to enter DR mode and confirm the selection.

An automatic procedure is run that blocks incoming replication to the DR site from the
source selected.

Important: Entering and activating ProtecTIER DR mode allows you to have all the latest
data visible at the remote site. However, the backup application must be restored manually
or by using prepared semi-automatic procedures and scripts. You must be familiar with this
backup application recovery process.

22.5.1 Working at the disaster recovery site
By default, replicated cartridges at the DR (hub) repository that were created at a primary site

(spoke) are in read-only mode. If it is necessary to run local backups at the DR site, then use
new locally created cartridges.

22.5.2 Inventory command options for a disaster recovery scenario
The inventory command options are used to filter cartridges in a ProtecTIER repository by

using various criteria. Also, these options can be used to move cartridges that match a
certain criteria.
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Disaster recovery with the ptcli

The ProtecTIER ptcli provides a command-line interface (CLI) to manage your ProtecTIER
servers and replication grid. Use the ptcli to perform the following tasks:

» Determine the consistency point at the hub when all cartridges from a specific spoke were
fully synchronized (replicated).

» Automatically move cartridges in bulk from a shelf to a library and back.

» Determine the cartridges that were created at the hub during DR mode and then move
them to the shelf so they can be replicated back to the spoke.

When you use the ptcli commands outside of DR mode:

» The ptcli snapshot might take up to 15 minutes to be created and populated.

» The snapshot is a static one, so it reflects the status of all cartridges only at the point in
time it was taken.

A DR scenario and example procedure

Assume that a disaster occurs at a spoke when replication is running and a DR condition for
the specific spoke is declared at the hub. You would complete the following steps:

1. Refer to the DR site (the hub) to determine when the last full backup occurred and recover
the data from the DR to the primary site.

2. Use ptcli to produce a list of cartridges that were synchronized at the time of the disaster
and a list of which cartridges were not synchronized at the time the last full backup at the
spoke was completed.

3. Decide which cartridges to use at the DR site and use ptcli to move them (all or some)
from the shelf to the library.

4. Save your results in a .csv file by using the -output command switch.

Regarding the output file:

» The output .csv file with results can be used as an input to a CLI move command. The .csv
file is editable, and you can remove rows (each line represents a cartridge).

» You can also create your own barcodes file and use them as an input source for a
move command.

22.5.3 Commonly used disaster recovery queries

Note: For more information about using the ptcli CLI, see Appendix A, “Command Line
Interface”, of IBM System Storage TS7600 with ProtecTIER Version 3.1, SG24-7968.

Here are some of the commonly used disaster recovery queries that you can run:
» To create a snapshot of the current replication status, run the following command:

./ptcli InventoryRefresh --ip xxx.xxx.xxx.xxx -login file

Important: Creating a snapshot must be done before you run any other queries. Before
you begin to filter the cartridges or to move cartridges by using the CLI, you must create
a snapshot of the cartridges by running InventoryRefresh. This snapshot captures the
current properties of all cartridges. Any filter or move operation is run based on the
content of the snapshot. Moving a cartridge before you create a snapshot might fail if
the snapshot is not up-to-date (not taken directly before the move).
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» To list all in-sync cartridges, run the following command:

./ptcli InventoryFilter --ip XXX.XXX.XXX.XXX --querytype replica --query
“in_sync = true” -login file —output /tmp/not_dirty carts

» To list all unsynchronized cartridges marked with dirty bit, run the following command:

./ptcli InventoryFilter --ip XXX.XXX.XXX.XXX --querytype replica --query
"in_sync = false" -login file -output /tmp/dirty carts

» To list cartridges synchronized with the destination at a certain time range on the source,
run the following command:

./ptcli InventoryFilter --ip XXX.XXX.XXX.XXX --querytype replica --query
"source_time_for last sync_point > datetime(?2009-11-13 08:00:00')" -Togin file

» To list all cartridges that are replicated to repository 18 in grid 1, run the
following command:

./ptcli InventoryFilter --ip XXX.XXX.XXX.XXX --querytype origin --query
"destination_repository id = 18 and destination_grid _id = 1" -login file

» To list all cartridges in barcode range BR0O300 and BR0330, run the following command:

./ptcli InventoryFilter --ip XXX.XXX.XXX.XXXx --querytype all --query "barcode >
BRO300 and barcode < BR0330" -Togin file -output barcodes file

» To move all synchronized cartridges to the shelf, run the following command:

./ptcli InventoryMoveFilter --ip XXX.XXX.XXX.XXX --querytype replica --query
"in_sync = true" -destination shelf -login file

22.5.4 Returning to normal operations
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This section explains the meaning of failback and failback policy, and provides the steps for
using the ProtecTIER Manager failback wizard.

Failback

Failback is the procedure for returning visibility to the primary site and replicating any new
data that is created at the DR site to the original (or replaced) primary repository. You use
failback to return to the original working mode of the primary site.

Failback: The failback procedure can be initiated only while in DR mode. It is mandatory to
perform the failback process before you leave DR mode at the remote site.

Failback policy

The DR site uses a one-time replication policy during failback that places a hold on all
cartridges that are replicated to the primary site. This special policy also transfers the
ownership of the relevant cartridges (created at the DR site when the primary site was down)
to the primary repository or to its replacement in case the original primary repository is no
longer functioning.
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Figure 22-2 shows an example of the ProtecTIER Manager failback wizard.
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Figure 22-2 ProtecTIER Manager failback wizard

ProtecTIER Manager failback wizard

To initiate the failback process by using the ProtecTIER Manager failback wizard, complete
the following steps:

1.

Cartridges must be ejected out of the library to the shelf at the DR site. These cartridges
include both the original replicated cartridges and any new cartridges that are created
during DR operations.

Define a policy with all the cartridges that must be transferred to the primary site. This
policy can be run only manually. The system log ignores runtime events for this policy.

Approve the execution of the policy. (This approval is a manual execution of the policy in
the VTL.)

Close the failback wizard. The system provides information about the number of pending,
running, and completed cartridges. ProtecTIER Manager presents this information to the
user to indicate that the failback process is complete.

Delete the policy after the failback task completes.
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22.6 The backup application catalog
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Figure 22-3 illustrates a typical backup and DR environment using the ProtecTIER product.
The backup application environment is straightforward. The backup application servers are
connected to storage devices (disk, real tape, or virtual tape). Every action and backup set
that the backup servers process is recorded in the backup application database or catalog.
The catalog is at the heart of any recovery operation. Without a valid copy of the database or
catalog, restoration of data is difficult, sometimes even impossible.

Backup ProtecTIER
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Figure 22-3 Typical backup and DR environment using the ProtecTIER product

The ProtecTIER server provides a virtual tape interface to the backup application server,
which you can use to create of tapes, represented by ONSITE_VTAPE_POOL in Figure 22-3.
The client can also maintain another tape library to create real tapes to take off-site, called
OFFSITE_TAPE in Figure 22-3.

ONSITE_VTAPE_POOL is where most client recoveries and restores come from. The key
advantage of this architecture is that restoration occurs much faster because the data is
coming from the ProtecTIER disk-based virtual tape rather than from real tape.

Your Tivoli Storage Manager database or the backup server catalog in general should be
backed up only after all backup sets are complete for a specific backup server. The database
or catalog should be backed up in the ProtecTIER FSI-specific directory for that

backup server.

Important: ProtecTIER FSI cannot be used to store the active version of the catalog that is
constantly being updated. Do not place your Tivoli Storage Manager database or the
backup server catalog directly in to the FSI. Only backups of supported applications are
supposed to be writing to ProtecTIER FSI. For more details about Tivoli Storage Manager
setup and best practices in an FSI environment, see 14.3, “Tivoli Storage Manager: FSI”
on page 231.
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22.6.1 ProtecTIER replication with Tivoli Storage Manager

The IP replication function of ProtecTIER provides a powerful tool that you can use to design
a robust DR architecture. Because of data deduplication, you can now electronically place
backup data into a vault while using less bandwidth. The ProtecTIER IP replication
functionality can be used in a Tivoli Storage Manager environment, as shown in Figure 22-4.

' N a N
TSM TSM Server ProtecTIER L —
: | PT_VTAPE POOL |
i

ProtecTIER
PT_VTAPE_POOL

Local virtual tapes

Replicated virtual tapes

Tape library Physical tapes

OFFSITE_TAPE VAULT

SITE A ) 'SITEB )

Figure 22-4 ProtecTIER replication and Tivoli Storage Manager

In Figure 22-4, the user chooses to replicate all of the virtual tapes in the PT_VTAPE_POOL
off-site. The user also backs up their Tivoli Storage Manager database to virtual tapes, which
are also replicated to Site B. If there is a disaster, you can restore the Tivoli Storage Manager
server in Site B, which is connected to a ProtecTIER VTL. The ProtecTIER VTL contains the
Tivoli Storage Manager database on virtual tape and all of the client ACTIVE files on

virtual tapes.

22.6.2 Recovering the backup application catalog

There are several ways to obtain a copy of the catalog at the DR site:

» From a catalog backup on a virtual cartridge that is replicated to the DR site.
» From disk-based replication, or by other means.

If the catalog is backed up to a virtual cartridge, check if the DR site on which this cartridge
appears is In-Sync with the primary site. If the cartridge is not In-Sync, you need to compare
the cartridge's last synchronization time with the time of the last full backup.

To recover the backup application catalog from a backup on a virtual cartridge, you must work
with the replicated cartridges on the hub to get an updated copy of the catalog back to the DR
site. From the Systems Management window, select the Replica properties view on the
Cartridges tab and use the following guidelines for each cartridge before you run the
procedure for recovering the catalog.

Important: The procedure for recovering the selected catalog backup depends on the
backup application and should be documented in the backup application’s official
documentation.
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If the cartridge is replicated, either a red X or a green check mark appears in the In-Sync
column. If the In-Sync column has a green check mark, then nothing further needs to be
verified and this cartridge is valid for recovery.

If the cartridge is not marked In-Sync, refer to the Last sync time column. This column
displays the last time each cartridge's data was fully replicated to the DR site. The cartridge
marked with the most recent last sync time date should be used to recover the backup
application catalog.

The sync time is updated not only when replication for this cartridge is finished, but also
during replication.

Assessing the cartridges’ status and synchronizing with the catalog
After the DR site backup application server is recovered, the user must review the status of
the replicated cartridges. This review ensures that their replication is consistent with the
backup catalog or database. This section explains the process for assessing cartridges’
status on the DR site and synchronizing the backup application catalog with the cartridges.

Before you run a restore for disaster recovery, you must verify that the list of associated
cartridges are marked as In-Sync with the primary site. Otherwise, an earlier full backup
image must be used for recovery. The easiest way to determine the time of the last full
backup is if you have a specific time each day where your replication backlog is zero (that is,
there is no pending data to replicate and backups are not running). If not, you can assess the
cartridges by recovering the backup application catalog and scanning it to find the last full
backup where its associated cartridges completed replication.

Recovering the data

After the data is recovered, scan the backup application catalog and search for the full
backup image you want to recover:

» Get the start and end backup time of the full backup image.
» View the list of cartridges that are associated with this full backup.

Run the PTCLI inventory filter command to filter the cartridges according to the
following properties:

» In-Sync
» Last update time
» Last sync time

All the cartridges that are marked as In-Sync are valid for recovery. For those cartridges not
marked as In-Sync, compare the last update time, which represents the last time that the
replica was updated and the last sync point destination time. If the last update time is less
than or equal to the last sync point destination time, the replica cartridge has consistent
point-in-time. Otherwise, the cartridge is incomplete, or in transit. If the cartridge has
consistent point-in-time, ensure that this time stamp is larger than the full backup image end
time. This time stamp indicates that the cartridge contains all the required data for this
recovery operation. Otherwise, the user must use a previous full backup image for recovery.

You might have a case where the cartridge sync point is after the backup start time, but
before the end of the backup. This situation might happen in cases where replication is
working in parallel to the backup. If the backup has many cartridges, the first cartridges might
finish replicating before the backup ends and get a synchronization point earlier than the
backup end time.

IBM ProtecTIER Implementation and Best Practices Guide



If the Last sync time flag on one (or more) of the cartridges indicates a time later than the
backup start time, but earlier than the backup complete time, those cartridges need further
inspection. Scan the backup application catalog for each of those cartridges and get the
backup start time and the backup complete time.

If the Last sync time flag on all the cartridges indicates a time later than the backup complete
time, your backup image was fully replicated.

Attention: When you process the cartridge list to find a complete set of DR tapes, you
must track the date and time discrepancies. Compare the date and time values of the
source master backup server and the source ProtecTIER system. The destination
environment might be in a different time zone or might be set to the incorrect date

and time.

Use the source date and time, rather than the destination sync tim, when you compare
cartridge states to the backup catalog or database. The destination sync time should be
used only to determine which cartridges are complete.

There could be a time difference between the source backup server and the source
ProtecTIER server. Your administrator should be aware of the discrepancy, measure it
regularly, and communicate the delta to your DR administrator or operators.

For example, if the backup server is two hours behind, a cartridge might have a sync time that
precedes its backup complete time. If there is uncertainty about the time differences,
compare the nominal size of the cartridge to the catalog or database value as an additional
(not a substitute) layer of verification.

22.6.3 Tivoli Storage Manager reclamation and housekeeping

When you use Tivoli Storage Manager and ProtecTIER replication, configure your Tivoli
Storage Manager reclamations to keep the Tivoli Storage Manager reclamation process from
running during the ProtecTIER replication window. For maximum efficiency, choose
dedicated windows for ProtecTIER replication and backup server housekeeping.

22.7 Single domain and multiple domains

Backup application software can be set up in many topologies. From the ProtecTIER
replication standpoint, there are two general setup methods for these environments:

» Single domain
» Multiple domain

The backup application catalog or database has an entry for each cartridge that is used
for backup:

v

Date when the backup was performed

List of files that are associated with the backup
Retention period

Other backup application-specific information

vvyy
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The backup application supports one catalog or database per backup server instance. In
many cases, the primary and remote (secondary DR) sites have two separate backup
servers, each with its own database or catalog. To efficiently read replicated cartridges at the
remote site, the remote backup server needs access to the actual catalog or database of the
primary backup server, or an exact copy of it.

22.7.1 Single domain environment

In a single domain environment, the same backup application catalog (or database) is shared
across the separate primary and secondary sites. In these environments, the catalog is
always updated in real time on the locations of the cartridges (physical and virtual). For
example, this type of environment is more commonly used with Symantec NetBackup
(NetBackup) and does not work with most deployments of Tivoli Storage Manager.

22.7.2 Multiple domain environment

A multiple domain approach is more widely used. The backup application does not share a
catalog between the primary (local) and secondary (remote DR) sites. This scenario is the
most common with Tivoli Storage Manager environments. In this type of deployment, each of
the backup servers in both the primary and the secondary locations has its own

backup catalog.

22.8 Replication best practices for OST
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This section describes the OST NetBackup application programming interface (API)
capabilities. It also describes the typical considerations and best practices for replication in an
OST configuration.

The OST interface is a NetBackup API that supports communications between NetBackup
systems and OST-enabled ProtecTIER systems. The OST interface provides the
following capabilities:

» The NetBackup software directs ProtecTIER systems about when to create, copy, delete,
or restore backup images.

» Backup images can be replicated to up to 12 different ProtecTIER systems.

» Workloads and performance are balanced between NetBackup media servers and
ProtecTIER systems.

» Detailed statistics about the state of the ProtecTIER systems are available through
the API.

With OST, a ProtecTIER server can be integrated with NetBackup to provide backup-to-disk
without the need to emulate tape. ProtecTIER uses a plug-in that is installed on an
OST-enabled media server. With this plug-in, a ProtecTIER server can implement a
communication protocol that supports data transfer and control between the backup server
and the ProtecTIER server.

Here are the typical considerations and guidelines for a replication in an OST configuration:

» Before any replication policies can be defined, a connection must be created between the
repositories. The connections are created by defining the replication group in the
ProtecTIER Grid Manager GUI.
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» Replication connections for OST are bidirectional. A maximum of 12 repositories can
replicate to each other at any particular time with up to 256 repositories existing in the
entire grid.

» In an OST environment, replication policies and activities are managed by NetBackup
through the duplication feature. ProtecTIER Replication Manager is only used to manage
the replication grid, to create application groups, and to define the replication connections
within the replication grid.

» Duplication takes longer to complete than the initial backup job and uses a larger amount
of bandwidth. Duplication also taxes the NetBackup resource broker. This situation can
slow down the rate that all jobs (backups, restores, and duplicates) run because resources
are being requested simultaneously. Pay extra attention to plan the timing of all jobs to
prevent delays.

22.8.1 The OpenStorage operating environment

There are two major components that make up the OST operating environment and they
communicate through a Internet Protocol network:

» The storage server
» The plug-in

The storage server is an entity that runs on the ProtecTIER servers. It uses the major internal
functionality of the ProtecTIER platform (such as HyperFactor, clustering, and replication).

The plug-in is a shared library (that is, a stateless software component) that is installed on
the NetBackup machine. It is dynamically linked to the NetBackup application for data
transfer to the ProtecTIER storage server emulation.

22.8.2 Automation of daily operation

The automation process of moving cartridges between sites and performing
clone-to-physical-tape operations at the secondary site is more suitable in single-domain
backup application environments. Some of the major backup applications, such as
NetBackup, EMC NetWorker, and BRMS, allow for this type of environment.

Here is an example of a possible automation opportunity within a NetBackup backup
application environment:
» Vault profile

You can create a vault profile for ejecting cartridges from a library by running the
following command:

vltrun <vault profile name>

» You can inject a cartridge at the DR site to the library by running the
following command:

vltinject <vault profile name>
» Barcodes
— You can eject cartridges from a library by running the following command:
vmchange —res —multi_eject -ml <barcodeA:barcodeB:..:barcodeZz>
— You can inject cartridges to a library by running the following command:

vmchange —res —multi_inject -ml <barcodeA:barcodeB:..:barcodeZ>
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» Inventory command

This command scans the import/export slots and injects all available cartridges to
the library:

vmupdate -rt <robot type>-m<robot #> -empty map

Scripting the inject/eject commands

Vault and inject/eject commands can be scripted to run periodically on the backup application
host. The script triggers an automatic cartridge movement from the import/export slot to the
library whenever the relevant cartridge is in the import/export slot. This process ensures free
import/export slots. Example 22-1 shows an example of this script.

Example 22-1 Example script of inject/eject commands

#!/bin/csh

while (1)
vltinject myVault
sleep 600

end

Scripting the inventory command

Scripting the inventory command is not recommended because it scans the robot and
therefore might take a long time to complete on libraries with many cartridges.

22.8.3 Gauging the replication completion status

You can gauge the replication completion status through the ProtecTIER Manager GUI or the
ptcli command-line tool.

To use the GUI, click your Shelf (1), choose Replica properties from the Shelf cartridges (2),
and sort the display list by the In-Sync status (3), as shown in Figure 22-5.
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Figure 22-5 Gauging the replication status with the ProtecTIER Manager GUI
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Should you prefer to gauge the replication status with the ptcli, complete the following steps.
The ptcli command line is located within the /opt/dtc/ptcli directory on each ProtecTIER
node. These commands must query the replication target machine (your hub machine) to
successfully work.

1. To use the ProtecTIER ptcli, first create a ptcli profile by running the following command:

./ptcli —p ptadmin

Using the ptcli tool: The ptcli tool requires usage of the ptadmin user. The ptadmin
user is needed to run some of the commands to gather the information for the gauging
of the replication completion status. The ProtecTIER product still obeys the
single-logon rule.

You cannot run these commands if there as an active ptadmin user already logged on.
There is a force option for the ptc1i command that you can use to end an already
existing active session. Be careful when you use the force option, as issuing these
commands within a script could affect an active admin session.

2. Generate a fresh copy of the inventory statistics by running the following command:
./ptcli InventoryRefresh --Togin ptadmin --ip 10.0.40.120 —force

3. Query for all out-of-sync cartridges by running the following command:
./ptcli InventoryFilter --login ptadmin --ip 10.0.40.120 --querytype replica
--query in_sync=false --output /tmp/dirty carts.csv

The output that is generated in the /tmp/dirty_carts.csv file lists all cartridges with pending
replication tasks. Should the command in step 3 create no output, this situation indicates that
the hub is synchronized with all spokes.

22.9 Deploying replication with specific backup applications

In ProtecTIER, VTL mode is generally the preferred method of replication to simulate the
procedure that is used with physical cartridges. Implement the time-frame mode of operation
so that for every 24 hour cycle, there is a backup window, and then a replication window. The
user should ensure that there is enough bandwidth and time allotted so that there is no
overlap and no replication backlog. Here is a typical operational flow:

» Perform regular daily backups to the ProtecTIER system during the defined
backup window.

» The system should be set up so that replication starts and finishes before the next backup
cycle starts.

» The user should have a complete and easily recoverable set of their latest daily backup,
including the backup-application catalog image.

» If there is a disaster, the user can revert to the last completed set of backups, so the RPO
is within the 24 hour window, which is typical for a service-level agreement (SLA).

22.9.1 Recovery point objective
When you design a ProtecTIER replication environment, one of the most important questions

to consider is “What is the recovery point objective (RPO)?” How much lag time is acceptable
for a backup that is written to virtual tape in Site A, to be replicated to Site B?
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Tape-based DR

The RPO for tape-based DR is typically 24 hours. For example, consider a typical user case
in which backups begin at 6 p.m. on Monday evening and the tape courier picks up the box of
physical tapes at 10 a.m. Tuesday morning for transport to the vault. Therefore, on a typical
day, there can be a 14 hour delay between the time the first backup begins and when the data
is safely offsite.

However, if a disaster occurs before the courier arrives, the customer recovers the
applications from the Sunday replication workload, which is a day behind, providing a
24 hour RPO.

ProtecTIER replication

With ProtecTIER replication, it is possible to get the backups offsite almost immediately
(provided there is enough bandwidth). Because the ProtecTIER product is always working
within the backup application, the RPO typically remains 24 hours.

22.9.2 Tivoli Storage Manager

426

This section provides an introduction to the various replication scenarios for when a disaster
occurs at different stages of the replication process. Tivoli Storage Manager is a typical
representation of a multiple domain environment, so the valid and most recent Tivoli Storage
Manager server database backup must be available at the DR site.

Important: The valid and most recent Tivoli Storage Manager server database backup is a
critical component of the recovery process at the disaster site.

As of Tivoli Storage Manager V6.1 ensure that you always have the file with all the records
of Tivoli Storage Manager database backups (volhistory). If you do not have a copy of
the volume history file, you cannot recover the Tivoli Storage Manager server database
from your database backup.
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Scenario 1: Replication complete

Tivoli Storage Manager allows the data replication to begin in a scheduled time frame after
the backup cycle is completed, as shown in Figure 22-6.
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Figure 22-6 Scenario 1 - replication complete

For example, assume that the replication window ended at 6 a.m. and the disaster occurred
at 6:15 a.m., 15 minutes after the replication cycle completes. (The status of all virtual
cartridges is 100% replicated when the disaster event occurred.) The user starts the Tivoli
Storage Manager server by using the Tivoli Storage Manager database backup that occurred
on Monday 5 a.m. to Tape 5. The Tivoli Storage Manager database has knowledge of all the
prior tapes, and restoration immediately begins from tapes 2 - 4, which hold the latest

client backups.

Scenario 2: Replication incomplete

Suppose that the disaster event occurred at 5:15 a.m. before the nightly replication cycle
completes. This scenario means that some of the backups from last night are not 100%
replicated to Site B. For example, assume that the replication cycle ended at 6 a.m., but the
disaster event occurred at 5:15 a.m. Monday morning. Tapes 4 and 5 were not replicated
when the link went down.

In this case, because the Tivoli Storage Manager database is not entirely replicated, the user
must restore from the last available Tivoli Storage Manager database backup on Tape 1 from
Sunday at 5 a.m. Because Tapes 2 and 3 were also created after Sunday 5 a.m., they are not
in the Tivoli Storage Manager database and cannot be used. Thus, the information that is on
tapes 2 and 3 is lost.
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Scenario 3: Auditing tapes and fixing the Tivoli Storage Manager
database

Another possibility is when the most recent Tivoli Storage Manager database virtual tape is
replicated, but not all the associated client backup tapes completed their replication before
the disaster event occurred. For example, the disaster occurred 30 minutes before the
anticipated replication cycle completion. In this case, tapes 1, 2, 3, and 5 replicated, but tape
4, because of the size of the backup data set that is stored on it, did not finish replication
before the disaster.

In this case, the Tivoli Storage Manager server is restored by using the Tivoli Storage
Manager database that is stored on Tape 5. However, because Tape 4 did not complete the
replication, it must be audited to fix Tivoli Storage Manager database records that are related
to the missing data on tape. Here is the Tivoli Storage Manager command for auditing

Tape 4:

audit volume Tape4 fix=yes

The audit and fix must be performed for every tape that was not fully replicated when the
disaster occurred. If the number of tapes that need this corrective action exceed the
reasonable limits to run each job manually, you can consider auditing the pool that contains
the inconsistent volumes. Use the following command to let Tivoli Storage Manager server
audit every tape volume that belongs to the affected pool:

audit stgpool PT_VTAPE_POOL fix=yes

Auditing hundreds of tape cartridges can take a significant amount of time to complete
(healthy cartridges are also audited). You must find a compromise between the time that is
processed by auditing all the tapes at once, and running the audit job for each inconsistent
tape separately.

Reclamation considerations

Another important item to consider when you use ProtecTIER IP replication in a Tivoli
Storage Manager environment is the efficiency that reclamation causes. Reclamation is the
Tivoli Storage Manager process that frees up space on tapes, and returns empty tapes to the
scratch pool. Reclamation is accomplished by deleting records in the Tivoli Storage Manager
database that are related to the expired data on tapes and moving the remaining valid data to
other tapes, to efficiently use tape resources.

All reclamation-related data movement is recorded in the Tivoli Storage Manager database.
To restore the accurate tape environment in the event of a disaster, all the database records
related to the data movement must be replicated. If the disaster occurs when reclamation is
running and the database backup that is available for restore does not reflect the status of
data, an audit and fix of the volumes might be required. However, this audit process fixes only
the inconsistent records in Tivoli Storage Manager database, but does not make the latest
primary backup version of files available at the disaster site, unless they were replicated.

You can suppress the effect of the reclamation by using the REUSEDELAY parameter (valid for
sequential-access storage pool, which includes virtual tapes). The REUSEDELAY parameter
specifies the number of days that must elapse before a volume can be reused or returned to
scratch status after all files are expired, deleted, or moved to another volume.

Tip: Set the REUSEDELAY period to the same value as the retention period of your Tivoli
Storage Manager database backups. Only then you can safely restore Tivoli Storage
Manager to any available point in time.
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Pending state

When you delay the reuse of such volumes and they no longer contain any files, they enter
the pending state. Volumes remain in the pending state as specified by the

REUSEDELAY parameter.

Delaying the reuse of volumes can be helpful for disaster recovery under certain conditions.
When files are expired, deleted, or moved from a volume, they are not physically erased from
the tape. Only the database references to these files are removed. Thus, the files still exist on
a sequential volume if the volume is not immediately reused. This prevents a situation where
the reclamation ran after the last Tivoli Storage Manager database backup to virtual tape and
reclaimed tapes are replicated. If the disaster occurs at a point after the reclamation ran, you
are forced to restore from the less current database backup. If so, some files might not be
recoverable because the server cannot find them on replicated volumes. However, the files
might exist on volumes that are in the pending state. You might be able to use the volumes in
the pending state to recover data by completing the following steps:

1. Restore the database to a point in time before file expiration.

2. Use a primary or copy volume that is rewritten and contains the expired file at the time of
the database backup.

If you back up your primary storage pool, set the REUSEDELAY parameter for the primary
storage pool to 0 to efficiently reuse primary scratch volumes. For the copy storage pool, you
must delay the reuse of volumes while you keep your oldest database backup.

Disabling automatic reclamation

You might need to disable automatic reclamation by changing the reclaim parameter of the
sequential-access attributes by running the following command:

update stgpool <STG POOL NAME> reclaim=100

Consider disabling reclamation altogether if the user deployed the ProtecTIER product with
small virtual tape cartridge sizes (for example, 50 GB or less).There is statistically less data to
reclaim on a smaller volume than on a larger one. Everything on a smaller volume is likely to
expire together, causing the tape to go immediately to the scratch pool.

In summary:

» Ensure that catalog and database backups are performed to virtual tape and replicated
along with the daily workload each day. Perform a database backup and replicate the
backup data at the end of each backup cycle.

» Create a separate tape pool for database backups.

» Consider adjusting the Tivoli Storage Manager reclamation processing to ensure that
actions are in sync with the replicated database, which includes setting REUSEDELAY to
provide a 2 or 3 day delay in the reuse of tapes that are reclaimed.

» Consider deploying more network bandwidth to decrease the backlog. Database
synchronization becomes a more serious issue if the backlog exceeds one backup cycle
(typically 12 - 24 hours).

Determining what is available for restoration at the DR site
To determine what is available for restoration at the DR site, you must answer two questions:

» Which database copy at the DR site is optimal for recovery
» What cartridges at the DR site are valid (replication completed)
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Which database copy is optimal

Before you run a restore for DR, verify that the list of associated cartridges are replicated to
the DR site. Otherwise, an earlier full backup image must be used for recovery. The time of
the last full backup is the specific time each day where your replication backlog is zero (there
is no pending data to replicate).

If you do not know the specific time each day when your backlog is zero, assess the
cartridges by recovering the backup application catalog and scanning it to find the last full
backup where its associated cartridges completed replication. There are two primary
methods to obtain a copy of the catalog at the DR site:

» From a catalog backup on a virtual cartridge that is replicated to the DR site
» From disk-based replication

If the catalog is backed up to a virtual cartridge, then use the cartridge view of the library in
ProtecTIER Manager to examine each of the cartridges that are used for catalog backup and
find the most recent sync dates that are marked on the cartridges. If there are multiple backup
copies, find the latest backup that completed replication. To recover the backup application
catalog from a backup on a virtual cartridge, you must work with the replicated cartridges to
get an updated copy of the catalog to the DR site.

Each cartridge contains a time stamp of a last sync time, which displays the last time that the
cartridge's data was fully replicated to the DR site. The sync time is updated during the
replication process, not just when the replication for this cartridge is finished. The cartridge
marked with the most recent last sync time must be used to recover the backup

application catalog.

Which cartridges at the DR site are valid for restore

When the Tivoli Storage Manager server at the DR site is recovered, review the status of the
replicated cartridges to ensure that their replication is consistent with the Tivoli Storage
Manager database. Use the available ProtecTIER Manager system Replicated Cartridges
Status Report.

To eject a cartridge from a library, run the following command:

CHECKOUT 1ibvolume

For example:

TSM:TUSCSON1>CHECKOUT LIBVOL <name of library> REMOVE=BULK FORCE=yes
CHECKLABEL=YES VOLLIST=<volumel,volume2,...volume3>

To inject or import (insert) a cartridge to a library, run the following command:
CHECKIN Tibvol

For example:

TSM:TUCSON1>CHECKIN Tlibvol <name of library> search=BULK checklabel=barcode
status=SCRATCH WAITTIME=0
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22.10 Symantec NetBackup deployment with ProtecTIER
replication

This section describes the usage of the IBM ProtecTIER IP replication system in a NetBackup
environment and describes the ramifications of possible scenarios that are related to DR.
Here are possible automation options within a NetBackup backup application environment:

» Vault profile

— You can create a vault profile for ejecting cartridges from a library by running the
following command:

vltrun <vault profile name>

— You can inject a cartridge in to the library at the DR site by running the
following command:

vitinject <vault profile name>
» Barcodes
— You can eject cartridges from a library by running the following command:
vmchange —-res —-multi_eject -ml <barcodeA:barcodeB:..:barcodez>
— You can inject cartridges to a library by entering the following command:
vmchange —res —multi_inject -ml <barcodeA:barcodeB:..:barcodez>
» Inventory command

This command scans the import/export slots and injects all available cartridges to
the library:

vmupdate —rt <robot type>-m<robot #> -empty map

22.10.1 Scripting the inject/eject commands

Vault and inject/eject commands can be scripted to run periodically on the backup application
host (see Example 22-2). These commands trigger automatic cartridge movement from the
import/export slot to the library whenever the relevant cartridge is in the import/export slot.
This process ensures free import/export slots.

Example 22-2 Example script of inject/eject commands

#!/bin/csh

while (1)
vltinject myVault
sleep 600

end

22.10.2 Scripting the inventory commands

Scripting the inventory command is not recommended because it scans the robot and
therefore might take a long time to complete on libraries with many cartridges.
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22.10.3 Setting up NetBackup for backup and restore

NetBackup deployments typically use a schema of weekly full backups and daily incremental
backups. There are two types of incremental backups:

» Cumulative: Backs up everything since the last full backup.
» Differential: Backs up everything since the last backup.

22.10.4 Setting up NetBackup for disaster recovery

When you set up NetBackup for disaster recovery, consider a number of key issues:

» NetBackup architecture: Does the NetBackup domain span across the primary and DR
sites or are they two separate domains? This is a key step to understand and has strong
implications in DR.

» Classification of clients (RTO): When a company plans for DR, each server is given a
recovery time objective (RTO) that is dependent on the importance of its application and
the associated data to the business. Servers with short RTOs (typically less than 24
hours) generally do not use backup systems for DR. These servers typically use
clustering, volume mirroring, or some form of data replication to maintain business
continuity. Servers with RTO greater than 24 hours tend to use tapes for DR. Servers are
then prioritized into recovery bands of 24, 36, 48, or 72 hours, depending on
business requirements.

DR and production servers: Typically, only production servers are set up for DR. Test
and development servers are out of scope for DR. However, the ProtecTIER product
makes DR protection affordable for all applications in any environment.

» Classification of Clients (RPO): Running alongside RTO is a recovery point objective
(RPO). RPO is the point in time to which the server must be recovered. For most servers
that use a tape DR scenario, the RPO is the point of the last complete backup before the
disaster. For example, if a disaster strikes at 9:00 a.m., the RPO is the previous
nightly backup.

Single domain
To cater to these disaster recovery requirements, configure NetBackup with a single domain
that spans both sites (NetBackup Clustered).

In this configuration, the master uses host-based replication to mirror the NetBackup
databases and a clustering product to manage host failover. If there is a DR event, the
NetBackup master’s operations can seamlessly fail over to the DR site. As the NetBackup
databases are replicated, all of the backup information is known at the DR site and therefore
data restores can begin immediately.

22.10.5 Cross-site backups
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There are two possible options for cross-site backup scenarios:
» Connect clients from one site through the IP protocol to media servers on the DR site.

All backups are then in the DR site library and ready for restore. The primary downside is
that large IP pipes are required and backups are limited to the speed of the
cross-site network.
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» Stretched Tape SAN.

A local client backs up to a local media server, which then sends the data across the SAN
to the DR site. Backups are in the DR site library and are ready for restore. The
disadvantage of this option is the large SAN pipes that are required, and the back ups are
limited to the speed of a cross-site SAN.

Downside of both options
Because normal backups are now in the DR library, regular restores are slower because the
data must come from a DR library.

Here are some options and possibilities to partially eliminate this negative effect:

» Turn multiplexing off. To achieve the best restore performance (to meet RTOs), NetBackup
must be configured without multiplexing.

» Dedicate individual volume pools of RTO tiers or clients. For optimum restore times (and
with sufficient media in libraries), implement individual volume pools per client. In this
case, there is no contention between media when you do restores. In the physical tape
environments, where the number of tape drives is limited, this configuration is
often impractical.

» Systems in current production can implement cross-site backups with client backups
going to dedicated volume pools, but this is limited to 30 clients with low RTOs. With
separate volume pools, you need separate backup policies per client.

If the NetBackup configuration at the DR site is not in the same domain as the primary site,
then a different strategy is required. Because the DR site has no knowledge of the backups,
tapes, and so on, that are used by the primary site, you must first get a copy of the NetBackup
catalog from the primary site and load it in to the NetBackup master on the DR site. This task
can either be done through disk replication or tape backup.

NetBackup catalog backups: NetBackup catalog backups are different from regular
backups and need special handling to restore. Not having the catalog available at the DR
site means that every tape must be imported to build the catalog, which is impractical and
is not considered a viable option. With the catalog in place at the DR site, the tapes can be
loaded into the library, the library inventoried, and restores can commence in a short

time frame.

22.10.6 ProtecTIER disaster recovery with Symantec NetBackup

Discuss the following key concepts with the NetBackup architects and senior administrators
within the user organization:

» In normal operation, back up to a local VTL.
— Backing up to a local VTL provides quick backups and quick restores.

— Because VTL replication is at the cartridge level, and only the deduplicated data is
transferred, it reduces the bandwidth that is needed, as compared to traditional
cross-site replication/backups.

» Split servers for DR in to their RTO classifications.

Have servers for DR (usually production servers) split into their RTO classifications and
plan for separate volume pools and backup policies. For servers with low RTO
requirements, consider individual volume pools and backup policies.
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» Turn off multiplexing (MPX) for all backups that require DR.

Multiplexing is accomplished at either the storage unit level or backup policy level. Disable
MPX for all backups that go to the ProtecTIER VTL.

» Use large fragment sizes.

Fragment sizes are configured at the storage unit level. Large fragment sizes improve the
restore performance of whole file systems.

» Disable storage checkpoints.
Storage checkpoints have an adverse effect on the deduplication ratios.
» Disable software compression.

Software compression might reduce the efficiency of the ProtecTIER deduplication and
affect its factoring ratio.

22.10.7 Single domain versus two separate domains
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After your architects and administrators understand the basic concepts, they need to decide
whether to have one domain that spans both sites or two separate domains.

Single domain approach

With a single domain approach, the same NetBackup catalog is shared across sites and is
always updated with the whereabouts of all cartridges.

Replicating cartridges
ProtecTIER replicates cartridges per the policies that are set by the user. Cartridges are
copied on to a virtual shelf at the DR site.

Moving cartridges

Cartridges can also be moved by using the replication policy with the visibility switch option so
that they are visible to the NetBackup application at the DR site (although the actual data is
available to ProtecTIER on both sites). Moving cartridges includes the

following functions:

Ejecting cartridges Eject (export) a cartridge from a primary library.
Injecting cartridges Inject (import) a cartridge in to the inventory at the DR site library.

This operation can be set manually or by using the NetBackup vault. Either way, it can be
automated from within the NetBackup environment.

Separate (multiple) domains approach

If a separate (multiple) domains approach is used, the items that are listed in this
section apply.

Replicating cartridges
ProtecTIER replicates cartridges per the policies that are set by the user. Cartridges are
copied into a virtual shelf at the DR site.

Perform a catalog backup to virtual tape at the end of the backup window. Replicate it at the
end of each replication cycle to the DR site. This approach ensures that at the end of every
day (assuming a 24 hour backup and replication cycle) that the DR site holds a full set of
replicated cartridges with a matching NetBackup catalog.
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Disaster recovery
If a disaster occurs:

» Your first step is to get the NetBackup catalog restored on the DR site’s NetBackup server
by restoring the cartridges that contain the catalog.

» Your second step is to inject the cartridges from the DR shelf at the DR site ProtecTIER
server into the library and perform an inventory.

After the NetBackup server is up and running with the DR repository, restores and local
backup operations can resume at the DR site. After the disaster situation is cleared and the
primary site is back online, the user should use the ProtecTIER failback procedure to move
their main operation back to the primary site.

22.10.8 Disaster recovery scenarios

ProtecTIER replication reduces cross-site backup traffic because it replicates only
deduplicated data. ProtecTIER replication also improves ease of operation (by enabling
simple inject and inventory actions), and if there is a disaster or DR test, makes recovery
easy to plan and implement. Deploying the ProtecTIER product in a NetBackup environment
makes the business more secure and reduces the burden of NetBackup architects

and administrators.

Single domain environment
In a single domain configuration, there are two possible disaster situations.

Clustered configurations with all operations complete

In a clustered configuration where all backups and all replication operations are complete and
disaster occurs, no NetBackup recovery action is necessary. The NetBackup catalog at the
DR site is up to date. In this case, take the following actions:

» Within the ProtecTIER server, move the cartridges from the virtual shelf to the
import slots.

» Within NetBackup, the library inventory must be refreshed. Choose the option to
import tapes.

After the inventory operation is complete, restores and local backups at the DR site
can resume.

Clustered configurations with backup complete but replication incomplete

If the configuration is clustered and all backups are complete but the replication operation is
incomplete, then the NetBackup catalog database at the DR site is up to date. However,
because replication is not complete, roll back to the previous nightly catalog and cartridges
set (RPO of one day). After the inventory operation is complete, restores and local backups at
the DR site can resume.

Important: When you are working in a single domain NetBackup clustered environment
and using the visibility switch option within the ProtecTIER server to move cartridges from
the primary site directly into a DR site library, the catalog is always up to date.

Multiple domain environment

The following scenarios might occur in a multiple domain environment with NetBackup and
the ProtecTIER product.
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Stand-alone configurations with all operations complete

If you are working with a stand-alone configuration, and all backups and all replication
operations are complete when the disaster occurs, then the catalog database at the DR site is
not up to date. The NetBackup catalog recovery action is necessary.

Identify the latest backup catalog tape and load (import) it in to the ProtecTIER library at the
DR site. After the library is inventoried, begin a standard NetBackup catalog recovery
operation. After the recovery operation is complete, restores and local backups at the DR site
can resume.

Stand-alone configurations with backup complete but replication incomplete

If you are working with a stand-alone configuration and all backups are complete but the
replication operation is incomplete when the disaster occurs, then the catalog database at the
DR site is not up to date. The NetBackup catalog recovery action is necessary.

Find the NetBackup backup catalog tape from the previous night and load (import) it into the
ProtecTIER library at the DR site. After the library is inventoried, begin a standard NetBackup
catalog recovery operation. After the recovery operation is complete, restores and local
backups at the DR site can resume.

22.10.9 Determining what is available for restore at the disaster recovery site
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First, determine which NetBackup database copy at the DR site is valid. Before you run a
restore for disaster recovery, verify that the list of associated cartridges is replicated to the DR
site. Otherwise, an earlier full backup image (usually the backup from the previous night)
must be used for recovery.

Tip: The easiest way to determine the time of the last full backup is if you have a specific
time each day where the replication backlog is zero (there is no pending data to replicate).

If not, then assess the cartridges by recovering the backup application catalog and
scanning it to find the last full backup where its associated cartridges
completed replication.

Ensuring that a copy of the catalog is available at the DR site

The best practice for ensuring that a copy of the catalog is available at the DR site is to use
the ProtecTIER native replication function. Each day, the catalog should be backed up on a
virtual cartridge after the daily backup workload completes so that the catalog is replicated to
the DR site at the end of each replication cycle.

If the catalog is backed up to a virtual cartridge, use the cartridge view of the library in
ProtecTIER Manager to examine each of the cartridges that are used for catalog backup to
find the most recent sync dates marked on the cartridges. If there are multiple backup copies,
then find the latest backup that finished replication. To recover the backup application catalog
from a backup on a virtual cartridge, work with the replicated cartridges to get an updated
copy of the catalog to the DR site:

» Each cartridge has a Last Sync time that displays the last time the cartridge's data was
fully replicated to the DR site. (The sync time is updated during the replication and not only
when the replication for this cartridge is finished.)

» The cartridge marked with the most recent Last Sync Time should be used to recover the
backup application catalog.
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22.10.10 Eject and inject commands from NetBackup software

Although the process can be manually scripted to enable automation, the easiest way of
using the NetBackup commands for automating this process is by using the vault service
within the NetBackup software.

Ejecting a cartridge from a library

Ejecting cartridges from a library can be initiated through the NetBackup GUI or by using the
NetBackup vault option. If you are using the vault command, first run your vault policy by
running the following command:

/usr/openv/netbackup/bin/vitrun<vault policy name>

At the end of the backup, eject the cartridge by running the following command:

/usr/openv/netbackup/bin/vitinject<vault policy name>

Inserting a cartridge to a library
Inserting a cartridge can be automated through commands. Update the media manager
volume by running the following command:

/usr/openv/volmgr/bin/vmupdate -rt dit -r

Recovering a master server from an existing database copy

You can recover the NetBackup catalog by using either the online method or the
offline method.

» Online catalog backup

To use the offline catalog backup method, from the NetBackup Help menu, click Online,
hot catalog backup method.

» Offline cold catalog backup

To use the offline cold catalog backup method, from the NetBackup Help menu, click
Offline, cold catalog backup method.

For more information, consult the official NetBackup application documentation.

22.11 EMC NetWorker deployment with ProtecTIER replication

This section describes how to integrate the ProtecTIER product with the EMC NetWorker
(NetWorker) environment for DR by using IP replication. You can find information about
integrating the ProtecTIER product with NetWorker through VTL or FSI in Chapter 16, “EMC
NetWorker” on page 253, and general best practices of ProtecTIER replication in Chapter 21,
“ProtecTIER replication” on page 371.

There are several benefits to deploying ProtecTIER replication in the NetWorker
environment:

» It reduces the administrative impact of managing the physical transportation of tape
media.

» ProtecTIER replicates only the data changes to a secondary site so minimal network
bandwidth is required. This situation is especially beneficial to customers who previously
refrained from implementing electronic vaulting because of the network cost.
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» |n addition to DR protection, ProtecTIER can be used with NetWorker to clone data to
physical tape at a secondary site for third copy protection or long-term archive purposes.

Here are some important NetWorker terms that we use in our description:

Datazone A group of computers that are administered by a NetWorker server.
There is only one NetWorker server in a datazone with several storage
nodes and several NetWorker clients. A datazone can be single site or
it can span across multiple sites with remote storage nodes, protecting
NetWorker clients at different sites, and communicating the backup
information to the NetWorker server through a LAN or WAN.

Clone pool A collection of clone volumes that are used only for cloning purposes.
NetWorker cloning copies data from backup volumes in backup pools
to clone volumes in clone pools. You can use ProtecTIER virtual
cartridges or AFTD (FSI share) as a backup volume and clone it to a
clone volume. The clone volumes can be virtual cartridges, AFTDs, or
physical cartridges.

Bootstrap A save set that is essential for NetWorker DR. A bootstrap is
composed of the media database, the resource database, and
NetWorker client file indexes. You should back up the bootstrap at
least once a day to local storage devices on the NetWorker server.
The bootstrap backup should be included in your daily NetWorker
server backup routine or whenever changes are made to the
NetWorker server. At least two copies of bootstrap backup should be
created where one copy is kept onsite for operational recovery and
another copy is sent off-site for DR purposes. With ProtecTIER, the
bootstrap can be backed up to a virtual cartridge or an FSI share on a
ProtecTIER system. It can also be replicated to a ProtecTIER system
at a secondary site while using minimum TCP/IP bandwidth. This
practice eases the system administration management of handling
physical tapes for bootstrap backups.

22.11.1 Cloning physical tapes with ProtecTIER replication

This section describes cloning data at a secondary site. The ProtecTIER product replicates
backup volumes on virtual cartridges on ProtecTIER server A to ProtecTIER server B, then
NetWorker clones the replica virtual cartridges in ProtecTIER server B to physical cartridges
at a secondary site. For cloning requirement and configuration details, see EMC NetWorker
Administration Guide.

LTO3 media: The ProtecTIER product emulates LTO3 tape media in NetWorker, but the
size of the ProtecTIER LTO3 media might vary from physical LTO3 tape media. Ensure that
you have sufficient physical tape in the clone pool. NetWorker supports cloning from one
tape media type to another tape media type, and from multiple tape media to single

tape media.

1 You can find NetWorker documentation at the NetWorker Information Hub at http://nsrd.info/docs.html.
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Figure 22-7 shows a single datazone deployment where the NetWorker server is at a primary
site with VTL on ProtecTIER server A attached to it. On a secondary site, the remote storage
node has a VTL and a physical tape library that is attached to it. Data is backed up to virtual
cartridges of ProtecTIER server A at the primary site by the NetWorker server and replicated
to ProtecTIER server B at the secondary site with ProtecTIER replication. Then, the remote
storage node clones the data from replica virtual cartridges in ProtecTIER server B to
physical cartridges. We use this diagram for the rest of the description in this section.
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Figure 22-7 How NetWorker clones data to physical tape at a secondary site

Ensure that the following actions and prerequisites are completed and present before cloning:

» You must have a storage node at the secondary site that belongs to the same datazone.
» A VTL must be created on ProtecTIER server B and attached to the remote storage node.

» Define a cloning policy in NetWorker server.

Chapter 22. Disaster recovery deployment with backup applications 439



440

» Define a replication policy at ProtecTIER server A with a target destination to a VTL of

ProtecTIER serve B (Figure 22-8). By default, replication takes place after a backup is
started and it runs to completion. This can make it difficult to determine the replication
completion time. Use a replication schedule so that the cloning process can be scheduled
upon replication completion.
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Figure 22-8 Set replication destination

The cloning process with the ProtecTIER product

The following steps detail the cloning process with ProtecTIER in an
EMC NetWorker environment:

1.

The NetWorker server writes save sets to virtual cartridges in ProtecTIER server A.
ProtecTIER server A then replicates the virtual cartridges to the secondary site either
immediately or during the configured replication schedule.

Upon completion of the replication, virtual cartridges are ejected (exported) from the
source VTL and moved to the virtual shelf of ProtecTIER server A. This step preserves the
unique volume ID in a NetWorker datazone when the replica cartridges (with identical
volume ID as source tapes) are deposited (imported) in to the target VTL at the
secondary site.

After source virtual cartridges are exported to the virtual shelf, ProtecTIER server B moves
the replica virtual cartridges to the virtual import/export slots of the target VTL. Ensure that
you have sufficient virtual import/export slots in the target VTL. For more information about
how to allocate virtual import/export slots, see Chapter 21, “ProtecTIER replication” on
page 371.

Run a library inventory in the remote storage node. The replica virtual cartridges are now
accessible by the remote storage node and are ready for cloning.

5. Start cloning from replica virtual cartridges to physical cartridges.

6. Upon completion of the cloning process, eject the replica virtual cartridges to the virtual

shelf of ProtecTIER server B so that the source virtual cartridges can be returned to the
source VTL for next backup and replication jobs.

This process can be automated with NetWorker scripts so that each step takes place
in sequence.
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Data deduplication: Data is rehydrated when it is cloned to physical tape. This process is
transparent to the NetWorker server and storage node. Thus NetWorker can restore the
data from physical tapes without the presence of a ProtecTIER system.

22.11.2 Disaster recovery with ProtecTIER replication

Figure 22-9 shows a DR configuration where backup activity is performed at the primary site
to the VTL of ProtecTIER server A. ProtecTIER server A replicates virtual cartridges to
ProtecTIER server B at the secondary site. There is a standby server at the secondary site
that is used for NetWorker server recovery during a disaster event.

For this description, a DR is a situation where the NetWorker server and the ProtecTIER
system at the primary site are not available. During the disaster, you recover the NetWorker
server on the secondary site by using the replicated cartridges of ProtecTIER server B.
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Figure 22-9 Disaster recovery with ProtecTIER replication

For more information about the NetWorker DR procedure, see EMC NetWorker Disaster
Recovery Guide. For more information about the NetWorker CLI commands that are used in
this description, see EMC Commands Reference Guide.

Disaster recovery preparation
Here are some suggestions about DR preparation:

» Configure EMC NetWorker based on the recommendations that are described in
Chapter 16, “EMC NetWorker” on page 253.

» Send the bootstrap and the client file indexes to the same media pool. Create a separate
media pool from a normal backup data pool for the bootstrap and the client file
indexes backup.
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>

Write the bootstrap and client file indexes to the ProtecTIER server and replicate it over to
the secondary site with ProtecTIER replication with high priority.

During a disaster, the replica virtual cartridges on the secondary site are always in
read-only mode. If write enabled cartridges are required, create virtual cartridges with a
different barcode naming convention (volume ID). This action eliminates the possibility of
barcode conflict (identical volume ID) during failback.

The NetWorker requirements for DR include:

>

A good backup of the bootstrap. It should include the NetWorker media database, the
resource database, and client file indexes that must be available at the secondary site
during DR.

An accurate record of the NetWorker server hardware, software, network, device, and
media components at the secondary site.

The ProtecTIER system requirements for a secondary site include:

»

ProtecTIER Manager must be installed and able to access ProtecTIER server B at the
secondary site.

If the Replication Manager is not hosted at the secondary site, see IBM System Storage
TS7600 with ProtecTIER User Guide? to recover the ProtecTIER Replication Manager.
From the ProtecTIER Manager GUI, enter DR mode at ProtecTIER server B.

If there is no VTL created on ProtecTIER server B at the secondary site, then create a VTL
with sufficient import/export slots.

Ensure that the replica cartridge of the bootstrap is in a fully synchronized state.

Procedure to recover NetWorker Server
To recover an EMC NetWorker server, complete the following steps:

1.
2.
3.

Replace the server with compatible hardware and operating system.
Configure the server with the identical network configuration, including the host name.

Install the server with the same version of NetWorker with patch levels that are equivalent
to the original location.

If the links for the /nsr directory or any of its subdirectories, except for /nsr/res, are
missing, then re-create these links.

Configure the NetWorker server storage device to detect the ProtecTIER VTL and tape
drives by running the jbconfig command.

Make the replica cartridges or volumes so that the bootstrap is available to the NetWorker
server. From ProtecTIER Manager, move the virtual cartridges from the virtual shelf to the
import/export slot of the target VTL and import it into the VTL by running the

following command:

nsrib -b <volume name>

From the NetWorker server command line, inventory the VTL by running the
following command:

nsrjb —Inv — S <the slot with first volume> —f <pathname of first drive>

If you do not know the bootstrap save set ID and volume ID, see EMC NetWorker Disaster
Recovery Guide for the steps to recover the server bootstrap.

2 You can find ProtecTIER documentation at the IBM Support Portal at http://www.ibm.com/support/.
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9. Recover the bootstrap save set by running the mmrecov -N command, which prevents
overwriting the data in the tape. NetWorker scans the volumes for the appropriate save
set and recovers the NetWorker media database and resource database.

10.After the media database and resource database are recovered, you must stop the
NetWorker services and then rename the NetWorker resource directory (/nsr/res). The
directory is recovered to an alternative location, as the NetWorker service is running
during the bootstrap recovery process.

11.Restart NetWorker services and start recovering all the client file indexes from the
NetWorker server.

12.The NetWorker server is now ready for client and storage node recovery. Perform a test
backup and recovery with the standby ProtecTIER VTL.

13.Begin normal operations at the DR site.

Recovering client data

After the NetWorker Server is recovered at the secondary site, you can restore the client
data. Use the NetWorker CLI or management console to generate the list of volumes to be
recovered. Based on the list of volumes, review the status of the volumes (replicated virtual
cartridges) to ensure that all the data is replicated to the secondary site.

After you determine the status of the recoverable volumes, restore the save set
through NetWorker.

Resuming NetWorker server operation at the primary site
If new client data backups are done at the secondary site during the disaster, the updated

bootstrap and client file indexes must be recovered at the primary site before you replicate
the new virtual cartridges to the primary site.
Before you leave DR mode, complete the following steps:

1. Eject all virtual cartridges from the VTL in ProtecTIER server B with NetWorker and then
perform a library inventory.

2. In ProtecTIER Manager, create a failback policy to replicate all new virtual cartridges that
are created at ProtecTIER server B during the disaster to a primary site.

3. Start failback replication and wait until failback replication completes.

4. At the primary site, move the virtual cartridges from the virtual shelf to a VTL on
ProtecTIER server A.

5. Start the NetWorker volume deposit process and perform a library inventory.

You can now resume normal backup and restoration operation.
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22.12 CommVault

This section introduces the best practices for managing operations by using the CommVault
backup application to replicate cartridges from the primary/spoke site to a DR/hub site.
Figure 22-10 shows a typical CommVault DR scenario.

Local site Remote site (DR) )

WAN Replication

ProtecTIER 1 ProtecTIER 2
A A

\

CommVault Server

Figure 22-10 Typical CommVault DR scenario

22.12.1 Prerequisites

Here are the prerequisites for running the CommVault backup application:

» Verify that both the primary/spoke and the DR/hub ProtecTIER servers are connected,
and are identified by the CommVault backup application.

» Verify that replication activities are running and finishing successfully by checking the
active jobs log. To check this log, click PT Manager — Repositories View —
Replication's Activities and select the active jobs.

» Verify that a visibility switch is defined on all replication policies. For example, the
replication destination is the DR library. To check the visibility, click PT Manager —
Repositories View — Replication's Policies and select the policy’s name.

22.12.2 Running the CommVault backup operation

To run the CommVault backup operation, complete the following steps:
1. Eject media from a library through the CommVault Graphic User Interface (GUI):

a. From the CommVault GUI, click Storage Resources — Libraries — Local's site
library —» Media By Groups — Assigned.

b. Select the required cartridges and click Export.
c. Define the new outside storage location. Click OK.
d. Verify the change:

¢ The CommVault GUI shows that the selected media moved to the new outside
storage location.

* The ProtecTIER GUI shows that the selected cartridges moved from the local
library to the shelf.
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* The ProtecTIER GUI on the DR site shows that the library cartridges are in the
import/export slots.

2. Import (insert) media into a library through the CommVault GUI:

a. From the CommVault GUI, click Storage Resources — Libraries - Remote’s site
library — Import Media.

b. Click Continue.
c. Verify the change:

¢ The CommVault GUI shows that the selected media moved to the DR site library.
You can access this view by clicking Storage Resources — Libraries —
Remote’s site library —» Media by groups — Assigned.

* The ProtecTIER GUI shows that the selected cartridges moved from the local
library to the shelf (subject to visibility).

3. Eject (export) and import a cartridge through CommVault CLI:
a. In a Windows environment, run the following command:
<CV installation path> Simpana\Base
b. Log in to the CommServe (the CommVault server) by running the following command:
qlogin.exe

Note: The user and password are the same as for the login to the
CommVault console.

¢. Run the following command:
gmedia.exe export -b <barcode(s)> -el <exportlocation>
For example:
gmedia.exe export —b XZXZX1L3 —el Comm_Shelf
d. Verify the change:
* The CommVault GUI shows that the selected cartridge exported successfully.

* The ProtecTIER GUI shows that the selected cartridges moved from the local
library into the shelf (subject to visibility).

e. Run the following command:
glibrary.exe import -1 <library>
f.  Verify the change:

¢ The CommVault GUI shows the selected cartridge in the Assigned media window at
the DR site.

* The ProtecTIER GUI shows that the selected cartridges are located inside the DR
site library.

22.12.3 CommVault resources

To obtain more technical details about CommVault, see the following documents:
» CommVault DR strategy and settings:

http://www.commvault.com/solutions-disaster-recovery.html#t-1
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» CommVault recovery, restoration, and retrieval using Data Agents:

http://documentation.commvault.com/commvault/release_8 0_0/books_online_1/engli
sh _us/getting started/getting started.htm

» CommVault CLI for configuration and command usage:

http://documentation.commvault.com/commvault/release 7 0 0/books online_1/engli
sh_us/features/cli/cli.htm

22.12.4 Disaster recovery operations with OpenStorage

Data Replication in an OST environment is configured and ran within the NetBackup
application. As a result, all DR operations are handled by using the NetBackup software. For
more information about using ProtecTIER OST in DR operations, see Chapter 15, “Symantec
NetBackup and BackupExec” on page 239.
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ProtecTIER parsers

This appendix describes the ProtecTIER parsers that are used with various backup
applications to improve deduplication ratios. It describes terminology, explains how metadata
from backup applications hinders deduplication and what the ProtecTIER parser does to
reverse this impact, and the supported parsers in ProtecTIER.

This appendix helps you understand what workloads benefit from ProtecTIER parsers, and
what are the causes of low deduplication ratios. It also reviews several sample environments
and describes whether they benefit from parsers.

This appendix also describes using the analyze_sessions utility to monitor a
ProtecTIER parser.
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The ProtecTIER parser

The ProtecTIER product excels when it finds large matches that can be deduplicated. Some
common backup applications add metadata, also known as backup application headers, to
the backup stream for various purposes. This metadata interrupts the large matches, which
hinders deduplication. The ProtecTIER parsers separate the metadata from the backup
stream dynamically, leaving the users' data to deduplicate without interruptions. When the
data is restored, the ProtecTIER product adds the metadata back in to the data stream so
that the backup application can use it.

The following sections describe terminology, why the ProtecTIER product needs a parser,
and the causes of fragmented data, which hinder the matches and ProtecTIER performance
and deduplication ratios. We also review several sample environments and describe whether
they benefit from parsers.

Terminology

The users’ servers send data to the ProtecTIER server, which deduplicates the data. On
arrival at the ProtecTIER server, the data is first passed through the deduplication engine,
which searches for the data in the repository. Some data is not found (the new data) and
some is found (the old data).

The change rate is the ratio of new data to total data in the backup, that is, the percentage of
data that the deduplication engine did not find.

The ProtecTIER server examines the old data and might decide that some of it cannot be
deduplicated efficiently because doing so would introduce fragmentation and impact the
restore performance. The percentage of data in these cases is called old data not factored,
that is, the percent of data that could not be stored effectively.

In terms of deduplication, both the change rate and old data not factored represent data that
was written to the ProtecTIER disk without being deduplicated. Their sum is termed the
system change rate, that is, the percentage of data that could not be deduplicated because
the data was either new to the repository or because deduplicating the data would cause
unacceptable fragmentation.

Note: System Change Rate = Change Rate + Old Data Not Factored.

Explanation of how metadata from the backup application hinders
deduplication

448

Some backup applications insert metadata into the backup stream for various control
purposes by prefixing each block of user data with a small header that includes items such as
the sequence number, session identifier, and cartridge barcode.
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Figure A-1 shows how a backup application adjusts the sequence of user data by inserting its
headers (the backup application metadata) at regular intervals in the tape image.

- Backup app metadata

Original data

| A I B I g I D I E | F |

Original tape image

B~ BN - BN c BN ° BN - I -

Figure A-1 Backup applications inserting metadata at regular intervals

The headers are always at regular intervals regarding the start of the tape cartridge.

Figure A-2 shows how this spacing affects the tape image if the user data changes its
configuration, perhaps because of an insertion of data (for example, the A-tag in Figure A-2).
The block B in the original tape image is unchanged, but in the modified tape image, this block
is split between B1 and B2, separated by a header.

IliBackup app metadata
Original data
| A I B I c [ D I E I F |
Modified data
C= B | ¢ 1 Db T E T F ]
Original tape image
[
Modified tape image \ \ \ \ \ \ \ \\
[ ] A | Bl Ml EE [F2 ]

Figure A-2 Top - changes to data; bottom - fragmented data

The deduplication engine finds the B1 and B2 data blocks, but the backup application header
between them interrupts their original sequence. The ProtecTIER server needs one pointer
for B1 (pointing to part of the original data in B). A second pointer points to where the data of
the backup application header is stored (not shown in Figure A-2). A third pointer is needed to
point to the location that stores the data of segment B2.

The sequence of backup application headers introduces artificial change. Because the data
in the backup image is shifted, it has a ripple effect all the way to the end of the backup or the
end of the virtual cartridge. This effect multiplies the number of pointers that are needed to
store the new data. Each of these pointers point to smaller data segments than the previous
backup. Each generation of the backup potentially amplifies the fragmentation. The cost of
adding a pointer to these fragments of old data eventually becomes so high, both in terms of
extra I/Os and extra space, that the ProtecTIER server decides not to add the pointers. This
old data is merged with adjacent new data and stored again as though it were new. This is
how fragmentation leads to old data not factored.

Appendix A. ProtecTIER parsers 449




ProtecTIER parser functionality

A ProtecTIER parser reverses the impact of the backup application headers by extracting
them from the data stream. The backup data then deduplicates much better against previous
backups and other data that is in the repository. When a user asks to restore the data, the
ProtecTIER product reinserts the metadata in to the backup stream before it returns it to the
backup application.

A ProtecTIER parser examines the start of each backup stream to determine whether the
backup application is one that it needs to parse. If the backup application is not identified as
needing a parser, the rest of the cartridge is processed normally. If the backup application
needs parsing, the parser infrastructure sets up a mechanism in the data path that extracts
the backup application headers from the user data. The backup application headers are
compressed and stored separately. The remaining user data is now free of the backup
application headers and the ripple effects that they cause, and is passed on to the
deduplication engine.

The usage of a parser introduces a performance impact that is below 3%.

Deduplication ratios can increase by as much as the value of old data not factored, depending
on the characteristics of the data, because the benefit is achieved by avoiding fragmentation.
Section “Estimating the benefit of a parser” on page 452 explains how to estimate the
expected improvement on your system.

ProtecTIER parsers: Support

450

Three backup applications, CommVault, Legato, and Tivoli Storage Manager, add metadata
to the backup stream, so backups using these applications benefit from ProtecTIER parsers.
For VTL models of the ProtecTIER product, the following ProtecTIER parsers are available:

» CommVault: Parser available since IBM acquired ProtecTIER.

» Legato parser

— ProtecTIER V2.3.4 and V2.4.1 introduced a parser for Legato 7.4/ 7.5/ 7.6 (May /
June 2010)

— ProtecTIER V2.4.7 and V 2.5.5 introduced a parser for Legato 7.6.1.6 (August 2011)
» Tivoli Storage Manager: ProtecTIER V3.1.4 introduced a parser for Tivoli Storage
Manager V5.5 and later (October 2011).

For OpenStorage (OST) models of the ProtecTIER, product, the parsers are not relevant
because OST is a Symantec NetBackup (NetBackup) function, and NetBackup does not
insert regularly spaced metadata into the backup stream.

For CIFS models of ProtecTIER servers, the following ProtecTIER parsers are available:
» Tivoli Storage Manager

Important: When you use the Tivoli Storage Manager parser with a CIFS model of the
ProtecTIER product, use the DATAFormat = NATive option with the disk storage pool
definitions. This value is the default value and is the format that the CIFS ProtecTIER
Tivoli Storage Manager parser recognizes. Do not use the DATAFormat-NONb1ock option.

» CommVault
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A Legato parser was not written for CIFS because there are Legato settings that make it
unnecessary. Legato users should choose Advanced File rather than File disk storage when
they set up the CIFS share on a ProtecTIER server. This setting does not require a parser.

Backup applications and parsers: These are the only backup applications that add
metadata and the only ones that need parsers.

Sometimes, though rarely, new versions of backup applications introduce changes to the
format of headers that they insert in the tape stream. This situation might cause the
ProtecTIER parser to miss headers. Although this situation does not risk backup data in
any way, it can cause deduplication to drop as the old data not factored increases.
ProtecTIER Quality Assurance monitors the new versions of these backup applications, so
check with ProtecTIER Support before you upgrade backup applications. Support can
advise whether there is a change in the efficiency of the parser at that level or possibly
provide a revised version of the ProtecTIER product if the revised parser is available.

What workloads benefit from the ProtecTIER parsers

The deduplication ratio that is achieved by a backup is affected by two key factors:

1. The change rate of the data (change rate): This rate depends on how much the data in the
backup changes from day to day and some of the parameters that are set as part of the
backup (for example, encryption, compression, and multiplexing).

2. The amount of data that is not factored (old data not factored): This rate can be high in
environments where changes are interspersed throughout the data, causing
fragmentation, such as might happen with a backup application that inserts metadata.

The ProtecTIER parsers are designed to reduce the amount of old data not factored and thus
increase the deduplication ratio in environments where the backup application inserts
metadata in the backup stream. A system with a larger percentage of data in this category
(for example, 15%) benefits more from adding a ProtecTIER parser than a system with a
smaller amount of data in this category (for example, 3%).

High change rate: If the system also has a high change rate, the benefit from the parser
might be less noticeable.

Workloads that achieve lower deduplication ratios because of a high change rate should look
at other avenues to increase the deduplication rate.

Background information: Causes of low deduplication ratios

There are two bases to good deduplication:

» The first and most important is multiple copies of the data. If there are not multiple copies
of the data, there is no deduplication.

» The second is the similarity between (successive) copies. If the copies are similar (low
change rate), then they deduplicate well.

Poor deduplication is caused by not enough copies or too much change between copies.
However, sometimes successive copies are similar but the changes are small and evenly
distributed. In this case, the storage subsystem cannot effectively store just the changes, but
must rewrite some of the common data as though it were new. This phenomenon is measured
by old data not factored.
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The objective of parsers in the ProtecTIER environment is to focus on the old data not
factored that is caused by the backup application headers in the backup stream. By removing
these headers and storing them separately, the ProtecTIER parsers remove a cause of small
and evenly distributed change that interferes with the underlying user data. This action
prevents some of the fragmentation in the data and the extra pointers that are needed to track
the data.

Often, the number of copies of the data (retention) is set by company policy. The old data not
factored is controlled by characteristics of the actual and imposed changes. If the
deduplication ratio is still low, then reducing the change rate is the best place to concentrate
your efforts. There are many causes of a high change rate. Some common causes of high
change rate are:

» Multiplexed backups: Some backup applications intermix backups from multiple sources in
to the same (virtual) tape image. This situation causes the deduplication engine to try to
search too many different sources for common data. A similar phenomenon occurs if the
order of files in the backup does not remain stable.

» Backup of compressed or encrypted data: Sometimes unchanged compressed files
deduplicate by using their previous backup as a reference, but in general, compressed or
encrypted data does not deduplicate well.

» Cross-deduplication between files with similar content but a different layout: This situation
can happen when different VM images are backed up. Each VM has similar files in it, but
their layout in each VM's file system is different.

» Files with common data but high internal change: Some applications occasionally
reorganize, defragment, or reindex their data. Backups that are made immediately after
these operations are not likely to deduplicate well.

In extreme cases, the ProtecTIER product has a set of parameters that control the
deduplication engine and the storage subsystem. ProtecTIER Level 3 support can
recommend parameter changes to help in cases of poor deduplication.

Estimating the benefit of a parser

452

This section provides guidance for estimating the benefit of a parser.

Consider a hypothetical system with a change rate of 20% and old data not factored of 13.3%
before you implement the parser. This situation means that the system change rate is 33.3%
and the user sees one-third of the data change each backup, or two-thirds of the data
deduplicated. Such a system could reach a deduplication ratio of 3:1 (before compression) if
sufficient backup copies are retained. If the parser reduces the old data not factored to 5%,
then the system change rate drops to 25%, and the user sees one-quarter of the data change
each backup. The system could now reach a 4:1 deduplication ratio (before compression) if
sufficient backup copies are retained. If compression achieves a 2:1 ratio, then this system
would improve from 6:1 to 8:1.

ProtecTIER Support can review a system and provide the figures for change rate and old data
not factored to help with this calculation.
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Environments that benefit from parsers

The following four cases illustrate scenarios in two application environments: NetBackup and
Tivoli Storage Manager. The cases that are provided demonstrate environments where a
parser would be helpful in improving deduplication ratio and sometimes performance. Each
case has a graph that shows the change rate and old data not factored values. The graphs
were created by using data from a ProtecTIER server and a spreadsheet graphing tool.

Case 1: Low change rate and low old data not factored

This case shows a customer who is using NetBackup. The workload has a low change rate
and low old data not factored values (Figure B-3). This workload does not need a parser.
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Figure A-3 Case 1 - low change rate and low old data not factored

Case 2: Moderate change rate and high old data not factored

Figure B-4 shows a case where a parser is effective. The backup application is Tivoli Storage
Manager. The change rate is moderate, but the old data not factored is high.
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Figure A-4 Case 2 - moderate change rate and high old data not factored
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Case 3: High change rate, moderate to low old data not factored

In Figure A-5, the change rate is high and the old data not factored is moderate to low. A
parser might help, but the benefit that it offers is marginalized by the high change rate. In this

case, the best action might be to look for causes of the high change rate in the environment
and try to reduce that value.
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Figure A-5 Case 3 - high change rate, moderate to low old data not factored

Case 4: High change rate, low old data not factored

Taking case 3 to an extreme, Figure A-6 shows a ProtecTIER installation that reports a high
change rate and a low old data not factored. The Tivoli Storage Manager parser does not help
here at all, and the best action is to look for causes of the high change rate in

the environment.
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Experience from one user site

Figure A-7 tracks the change in old data not factored of a ProtecTIER installation. It shows
about four weeks of history while the site was still running ProtecTIER V2.5.7 and about six
weeks after upgrading to Version 3.1.9. Over a period of about a week after the upgrade, the
old data not factored dropped fairly rapidly from around 6% to around 3%.
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Figure A-7 Change in old data not factored at a user site after upgrading from ProtecTIER V2.5.7 to Version 3.1.9

Not every site upgrading to a ProtecTIER release with a parser sees such an immediate
improvement in the old data not factored. The actual improvement depends on many factors
outside of the ProtecTIER product.

Using analyze_sessions to monitor the benefit of a ProtecTIER parser

This section explains how to monitor changes in the deduplication ratio at a fine-grain level,
whether it is at a per cartridge, per session, daily, or even hourly level. You can use the
information in this section to contrast deduplication before you install a ProtecTIER version
that supports a parser with the deduplication after the installation.

The analyze_sessions utility assists you with understanding the deduplication of your
workloads. It examines the deduplication logs of the ProtecTIER cluster and produces a
report with the deduplication split (by default) into sessions. The definition of a session is a
period of system ingest activity. A session ends when there is a short break in the I/O, during
which the ProtecTIER product is idle. There can therefore be one session that covers a
multiple hour period, or many sessions within an hour.

The analyze_sessions utility can be found in the /opt/dtc/app/utils directory on a
ProtecTIER server. This utility examines the deduplication logs in their default location in the
repository of the ProtecTIER server and generates a report on the deduplication that is
achieved by the ProtecTIER cluster. The report is in CSV format and is placed in the
/pt_work directory. The report is best viewed by using a spreadsheet program, which can
also be used to plot the deduplication ratios of the sessions and their trends.

There are several parameters that can be used with analyze_sessions:

-n <number> Report only <number> of months back.
-s <start date> Start reporting only from date (date format is YYYY-MM-DD-HH-MM).
-e <end date> Report only up until the end date.
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-sd <directory> The directory that contains the deduplication logs (if it is not the
default location).

-min Report only overall statistics.

-daily Include a daily summary.

-hourly Include an hourly summary.

-d <minutes> The number of minutes of idle time that defines a session boundary.

-i <file of carts> The file that contains a list of cartridge barcodes. Only these barcodes
are reported.

-C Used with -i. Create a separate file for each cartridge.
-1 Used with -i. Add a line to the report for each cartridge.
-0 <output> Specify an output file name other than the default.

Figure A-8 shows the default output of the analyze_sessions utility. The important fields are
the system change rate (the effect of only the deduplication, not the compression), and the
compressedBytesCount (the actual amount of data that is written to the repository by this
session). The deduplication of a particular session (regarding all the data already in the
repository) is column C divided by column F, and includes the effects of deduplication and
compression of the data.
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Figure A-8 Output from the analyze_sessions command

Planning for the Tivoli Storage Manager parser

When a new parser is added to a ProtecTIER system, there might be a slight performance
degradation (less than 3%).

Initially, there might be a temporary and slight decrease in deduplication ratio and an increase
in the space that is used in the repository because the newly parsed user backups might not
match as well with the existing unparsed backups in the repository. After a few generations, a
new steady state is reached, where parsed user backups deduplicate by using other parsed
user backups as their reference for deduplication. Because there are no interfering headers,
old data not factored is expected to decline, causing the deduplication ratio to reach an
improved level. Consequently, used space in the repository drops. There might also be
improved performance because the ProtecTIER product processes data more efficiently
when the deduplication level is higher.

For environments where the backup window is tight or the repository is full, customers should
work with ProtecTIER Support before they load the first ProtecTIER release that contains the
applicable parser. ProtecTIER Support has tools to analyze problem reports that give a
historic breakdown of actual change rate and old data not factored. These figures can help
you understand both the startup impact and how effective the parser is in improving
deduplication ratio over time.
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Entry-level and midrange disks

This appendix provides the best practices and guidelines for the IBM System Storage
DS3000, IBM System Storage DS4000, and IBM System Storage DS5000 family of disk
storage subsystems in your ProtecTIER environment. It also includes the procedure to check
and adjust the Automated Volume Transfer (ATV) settings, zoning, cabling guidelines, and
RAID configuration for these entry-level and midrange disk subsystems.

This appendix describes the following topics:

» General considerations and best practices for attaching entry-level or midrange storage
subsystems to the ProtecTIER server

» Considerations that are specific to the attachment and configuration of the DS3000 family

Important: As of ProtecTIER V3.3.0, the entry-level and midrange family of disk storage
subsystems for DS3000, DS4000, and DS5000 are not supported.

DS3000, DS4000, and DS5000 storage systems that are attached to ProtecTIER systems
that run earlier releases are still supported. We provide the best practices and guidelines

for those systems

The list of supported entry-level and midrange disk storage subsystems can be found in
the TS7650/TS7650G ISV and Interoperability Matrix, found at:

http://www.ibm.com/systems/storage/tape/resources.html
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General considerations

This section briefly summarizes the common best practices that are used when you attach
entry-level or midrange disk storage subsystems to the ProtecTIER server. It then describes
the detailed steps and considerations in each section that is dedicated to a specific device.

Using the latest version of software

When you install a new or redeploy an existing storage subsystem, ensure that all the
firmware levels are up-to-date and at the same version on all installed controllers. For the
latest version of firmware and to verify all the upgrade steps, consult your IBM technical
representative or visit the IBM Fix Central at:

http://www.ibm.com/support/fixcentral/options

Always use the latest supported version of the IBM DS Storage Manager that is valid for your
operating system. Even though the important enhancements were made in Version 10.60,
you should use the latest version (at the time of writing, Version 10.77) that is available for the
Windows platform. You can find the latest version at:

http://www.ibm.com/support/fixcentral/swg/selectFixes?parent=Mid-range+disk+system
s&product=ibm/Storage Disk/DS3950&release=DS_SM v10.77.x5.28&platform=Windows+64-b
it,+x86&function=all

Hint: Upgrade the firmware of your DS storage subsystem and DS Storage Manager to the
most recent version that supports your configuration.

Also, the IBM DS Storage Manager is the common management and operational software
that supports all types of entry-level and midrange disk storage subsystems, including the
IBM System Storage DS3500 family (IBM Systems Storage DS3950, DS4000, and DS5000).

General settings on DS storage subsystems

When you use entry-level or midrange disk storage subsystems as a back-end storage
repository, ProtecTIER benefits from the parameters that are listed in Table B-1. These
parameters might increase the performance and stability of the system, but they do not
change the factoring ratio.

Table B-1 DS storage subsystem settings

Option on DSx000 Value for ProtecTIER
Media scan frequency (in days) 30

Default logical drive Unnamed

Cache block size (in KB) 32

Start cache flushing at (in percentage) 50%

Stop cache flushing at (in percentage) 50%

Segment size 128 KB

Flush write cache after (in seconds) 10.00

Write cache without batteries Disabled
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Option on DSx000 Value for ProtecTIER
Write cache with mirroring Enabled

Read cache Enabled

Write cache Enabled

Enable background media scan Enabled

Modification priority High

Pre-read redundancy check Disabled

Media scan with redundancy Enabled

Disabling Automatic Volume Transfer

When you attach one of the DS storage subsystems, you must disable Automatic Volume
Transfer (AVT) in your DS Storage Manager software. The AVT is a built-in feature of
controller firmware that allows logical drive-level failover rather than controller-level failover. It
provides redundant I/O paths with a multipath driver that is installed on the host system.

The AVT feature is automatically disabled or enabled depending on the type of host ports on
the host partition to which you mapped the logical drives. It is disabled by default for Microsoft
Windows, IBM AlX, and Sun Solaris operating systems. It is enabled by default for Linux (and
therefore for the ProtecTIER server), Novell NetWare, and HP-UX operating systems.

The Automatic Volume Transfer (AVT) is also known as Auto Disk Transfer (ADT).

Important: Disable AVT on your DS storage subsystem. The procedure requires a restart
of all controllers in your storage subsystem.

This step is not needed with DS Storage Manager V10.77 and higher when operating the
DS3500 family, where AVT/ADT is disabled for Linux host type by default.

Procedure

There are two options that are available to disable AVT:
» Using the Storage Manager command SMc11i .exe

» Directly in the DS Storage Manager GUI

The initial steps in the following section are used for both options. You must ensure that no
I/O operations are in process when you use this procedure, so you should shut down all
ProtecTIER controllers that are connected to the relevant DS storage controller. Stop the
services and power off all ProtecTIER nodes that are connected to the DS storage by
completing the following steps:

1. Shut down the IBM TS3000 System Console (TSSC):
a. Log in to the TSSC with the user name “service” and password “service”.
b. Right-click the TSSC blue desktop. The TSSC menu opens.
c. Select Shutdown Console. A dialog box opens with this question:
“Shutdown the machine?”

d. Click OK to start the shutdown process. The shutdown process is complete when you
see this message:
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“It is now safe to turn off the TS3000 System Console. Hold down the power button for
5 seconds to power off”.

e. Press the power button (it is not necessary to hold the button down). When the power
off process is complete, the power LED on the front panel of the ProtecTIER server
flashes steadily, which indicates that the server is in standby mode.

2. If you have not already done so, log in to the ProtecTIER server by attaching a keyboard
and monitor and logging in with user name “ptconfig” and password “ptconfig”.

3. From the ProtecTIER Service menu, click Manage ProtecTIER services (...). The system
displays the Manage ProtecTIER services menu.

4. From the Manage ProtecTIER Services menu, click Stop all services. When the services
are stopped, the system shows the following messages:

Stopping ptrasd [ Done ]
Stopping vtfd [ Done ]
Stopping ptcluster [ Done ]

5. Press Enter to return to the ProtecTIER Service Menu, then type E to exit.
6. Log in to the server with the user name “ptadmin” and password “ptadmin”.

7. At the command-line prompt, type poweroff and press Enter. When the power off process
is complete, the Power LED on the front of the server panel flashes steadily, which
indicates that the server is in standby mode.

Because the TSSC console and ProtecTIER servers are down, there is no 1/O activity that is
seen on the attached storage controllers. You can continue to safely disable AVT.

Example B-1 shows the host types that are defined in the DS Storage Manager and the
default settings of AVT.

Example B-1 Default settings of AVT for each host type

HOST TYPE ADT STATUS INDEX
AIX Disabled 6
AIX-ADT/AVT Enabled 4
DEFAULT Disabled 0
HP-UX Enabled 7
HPXTPGS Disabled 17
IBM TS SAN VCE Enabled 12
Irix Disabled 10
LNXCLVMWARE Disabled 13
Linux Enabled 5
Linux_DMP Disabled 18
NetWare Failover Enabled 11
Solaris (with Veritas DMP) Enabled 14
Solaris (with or without MPXIO) Disabled 8
Unusedl Enabled 1
Windows 2000/Server 2003/Server 2008 Clustered Disabled 3
Windows 2000/Server 2003/Server 2008 Clustered (supports DMP) Enabled 15
Windows 2000/Server 2003/Server 2008 Non-Clustered Disabled 2
Windows 2000/Server 2003/Server 2008 Non-Clustered (supports DMP) Enabled 9

Now we describe how to complete the rest of the procedure by using the two options.

If you want to use the Storage Manager command SMc1i . exe, log in to each of the controllers
by using SMc11i.exe and complete the following steps:
1. Use the following command to disable AVT on Linux host types:

SMcli.exe ip-addr-for-A set controller [a] HostNVSRAMBYTE [5,0x24]=0x00
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Variable 5 stands for Linux hosts and 24 refers to the AVT value.
2. Reboot the controller by running the following command:
SMcli.exe ip-addr-for-A reset controller [a]
3. Repeat these steps for controller B:

— SMcli.exe ip-addr-for-B set controller [b] HostNVSRAMBYTE [5,0x24]=0x00
— SMcli.exe ip-addr-for-B reset controller [b]

4. After you reboot both controllers, ensure that the settings are in effect by running the
following commands:

— SMcli.exe ip-addr-for-A show controller [a] HostNVSRAMBYTE [5,0x24]
— SMcli.exe ip-addr-for-B show controller [b] HostNVSRAMBYTE [5,0x24]

AVT settings: Although changing the AVT settings for a Linux host type works and does
the same job, it is a preferred practice to change the host type of your ProtecTIER to
LXNCLVMWARE, which disables the AVT by default. This method prevents the uncontrolled
reset of AVT for a Linux host to “enabled” when you upgrade your DS Storage subsystem
firmware.

If you want to change the host type from your DS storage subsystem by using DS Storage
Manager, complete the following steps. The preferred host type for your ProtecTIER servers
is “Linux Cluster/VMware”, which is represented by the expression LNXCLVMWARE. In this case,
instead of disabling AVT for Linux host type, change the host type of ProtecTIER to the one
that has AVT disabled by default.

1. In your DS Storage Manager, navigate to your profile to determine whether you must
change your current settings. These settings are at the bottom, near the end of the
Mappings profile (Figure B-1).
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Monitor Performance. .. 3 Available: Ij Logical Drives: 3
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Change L B Corfigured: RAID S Arrays: 1 Logical Drives: 3
102,000 GB

Synchronize Controller Clocks, ..
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Hosts & Mappings
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e
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Available: 3
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Figure B-1 Profile view in DS Storage Manager
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2. Determine the host type. If your host type is set at the subsystem level, modify the settings
for the default host type (Figure B-2). If your host type is set at the host group level, modify
the settings for the default group.

2] summary | B controllers Arrays
E Logical Crives E Drives aDri\-'e Channels | ﬂ? Enclosures ﬁ Mappingsi %A"
i |
Host: ProtecTIER A
I
Interface type: 16Te Channel
Host port identifier: 21:00:00:1b:32:89: 7247
Alias: DD5_4 —
< | _>l_I
Find: Iprntectier "I
Result: instance Found Save As, ., | Close | Help |

Figure B-2 Determine the host type of your ProtecTIER

3. Scroll down to the Host Type Definitions section of the profile. The ADT STATUS column
shows if AVT is enabled or disabled (Figure B-3).

EI SUMMary | ! Contrallers | % Arrays
i3 Logical Drives | B orives | = Drive Channels | [1% Enclosures | I0l appinas Al
=l
HOST TYPE ADT STATUZ ASS0CIATED INDEX
AT Dizabled ]
ATX-ADT AAVT Enahled 4
DEFAULT Disabled a
HP-TX Enabled 7
HPXTPGS Disabled 17
IEM T3 34N VCE Enabled 12
Irix Dizabled 10
LIXCLYMITARE Dizshled 13
( Linw Ensbled  § )
Limux DHP Disabled 15
HNetware Failover Enabled 11
Bolaris (with Weritas DMP) Enahled 14
Solaris (with or without MPXIO) Dizabled g
Tmsedl Enabled 1
Windows 2000/3erver 2003/%erwer 2008 Clustered Disabled 3
Windows Z000/%erver Z003/%erver 2005 Clustered (supports DMP) Enabled 15
Windows 2000/%erver 2003/%5erver 2005 Non-Clustered Dizabled 2 (Default)
Windows ZO000/3erver Z003/5erwver 2005 Non-Clustered (supports DMP) Enabled 9 =
Kl | >

Figure B-3 General definition of an AVT that is different for different host types

4. Close the profile window and return to the Storage Manager window. The host type of your
ProtecTIER node must be changed to a different host type that has the AVT disabled by
default. The best matching profile is the LNXCLVMWARE.
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— If the host type is set by using the default host type, click Storage Subsystem —
Change — Default Host Type, and select LNXCLVMWARE in the Change Default
Host Type window (Figure B-4). The LNXCLVMWARE host type now has

AVT disabled.
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Figure B-4 Changing the default host type

— If the host type is set at the host group or host port level, click the Mappings tab in the

Storage Manager window. Locate and highlight your host name, and click Change

Host Type (Figure B-5).

T hiosk bype:

Ok,

Cancel Help

Figure B-5 Selecting the LNXCLVMWARE host type in DS Storage Manager

— In newer versions of Storage Manager, click the Mappings tab in the Storage Manager
window, locate and highlight your host name, and click Change — Host Operating

System.
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Important: As of storage controller firmware Version 7.60.40, the host type LNXCLVMWARE is
no longer available (replaced by LNXCLUSTER and VMWARE). When you upgrade the controller
firmware, your host type is automatically changed to LNXCLUSTER. Because this host type
still matches your requirements, no further action is needed, as shown in the

following output:

HOST TYPE ADT STATUS INDEX
LNXAVT Enabled 5
LNXCLUSTER Disabled 13
Linux Disabled 18
VMWARE Disabled 16

Direct cabling without SAN

464

This section provides guidelines about how to directly connect your ProtecTIER stand-alone
server or dual-node cluster to the back-end disk storage subsystems without an underlying
SAN network. This scenario is recommended when your ProtecTIER environment consists of
a single back-end DS storage repository and you do not plan to extend it by attaching more
storage devices. It is a best practice because it eliminates the factor of SAN management
(upgrading SAN switch code, SAN failures, attention on correct zoning, and so on). The
concept is the same for all entry-level and midrange DS storage subsystems

from IBM.

Tip: Keep your infrastructure as simple as possible; ensure that there is always a single
active path and one redundant path only. More redundant paths increase the complexity of
the solution and are not needed.

IBM ProtecTIER Implementation and Best Practices Guide



Stand-alone ProtecTIER with dual controller DS

In this configuration, you need only two shortwave, single mode fiber cables, one for each
storage controller. The schema of the cabling is shown in Figure B-6.
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Figure B-6 Direct cabling of single ProtecTIER to DS storage controllers

Only the host channels CH1 (Controller A) and CH5 (Controller B) are used for direct
connection of ProtecTIER QLogic HBAs to each of the storage subsystem controllers. This
installation provides exactly one active and one standby path to your repository, depending
on which storage controller holds the control over associated LUNs.

Tip: If there is future deployment of more storage subsystems, use the available QLogic
ports on your ProtecTIER server in slot 6, port 2 and slot 7, port 2.

A solution with three or more storage subsystems requires a SAN network.
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ProtecTIER cluster with dual controller DS

ProtecTIER clusters can also be connected directly to your back-end storage system without
using an existing SAN network. The conceptual diagram is shown in Figure B-7.
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Figure B-7 ProtecTIER cluster that is directly cabled to the DS storage subsystem

The diagram interprets the same rule as in the case of a stand-alone ProtecTIER server.
Keep the infrastructure simple by enabling just one active and one redundant path to each
component in the network.

Cabling and zoning in SAN

466

The following section describes examples of best practices when you do SAN zoning of
ProtecTIER servers and DS storage controllers as stand-alone servers or in
dual-node clusters.

Assume, as a general best practice for system high availability, that all back-end entry-level
or midrange storage subsystems in the ProtecTIER environments are implemented with dual
controllers, each equipped with four Fibre Channel ports per controller. This configuration is
available and supported on all models of the DS3000, DS4000, and DS5000 family of storage
subsystems. However, as the Fibre Channel (FC) HBAs can be an optional feature for certain
models, it must be ordered explicitly. For example, the DS3500 systems (models DS3512
and DS3524) are in the default configuration (delivered with two 6 Gbps SAS ports). The
4-port FC host adapter is available on demand as a replacement.

With this assumption, the SAN zoning of your back-end storage and ProtecTIER nodes is
similar for all types of entry-level and midrange disk storage subsystems.

Reminder: Always connect a dual-controller disk storage subsystem as back-end storage.
Avoid using storage subsystems that are equipped with only a single controller.
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When you cable and zone your ProtecTIER servers with disk storage subsystems at the back
end, always simulate the deployment scenario with direct cabling. This setup is valid either in
a stand-alone or cluster configuration of ProtecTIER. Explicitly, it means to follow these rules:

»

Use worldwide port name (WWPN) zoning, also called soft zoning. Avoid using hard
zoning type, where the ProtecTIER HBA or storage subsystem HBA is bound to a specific
port on the SAN switch. This setup helps resolve a malfunctioning port quickly by just
replugging the FC cable.

Ensure that there is always one active path and one redundant path only to each
component in the SAN network, especially to your ProtecTIER servers. More redundant
paths increase the complexity of the solution and might have significant impact on
performance during path failover.

Define zones with one initiator and one target only. Even if a single port of the ProtecTIER
QLogic HBA needs access to the multiple channels on different storage subsystems, do
not put them into one zone. Use two dedicated zones.

Isolate the ProtecTIER traffic from other systems or applications. For example, on IBM
b-type SAN switches, dedicate all that ports that are managed by a single
Application-Specific Integrated Circuit (ASIC) to the ProtecTIER servers, back-end
storage subsystems, and, optionally, backup server hosts. On Cisco switches, this
dedication does not bring any further benefit because of the different switching
architecture (crossbar fabric matrix).

In a scenario with ProtecTIER clusters, it is important to use the dual-fabric SAN network.
It eliminates the risk of a single switch failure, which leads to the suppression of
high availability.

To understand the naming convention of ports that is used for zoning, see Figure B-8, which
shows a DS3500 with dual controllers and how the ports are represented in your zoning.

IBM System Storage DS3500

Controller A SAS disk ports to enclosures FC host channels to SAN/ProtecTIER

®

[ele]}

Controller B
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CH5 CH6 CH7 CHs8

Figure B-8 Naming convention that is used for zoning of HBA channels on DS3500

This section introduces the four most frequently used deployments:

>

>
>
>

Stand-alone ProtecTIER server that is connected to a single SAN switch
Stand-alone ProtecTIER server that is connected to a dual-fabric SAN network
ProtecTIER cluster that is connected to a dual-fabric SAN network

ProtecTIER cluster with two back-end storage servers in a dual-fabric SAN
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There are more available scenarios, such a connecting a ProtecTIER cluster to a single SAN
switch, but those scenarios are not considered best practices. The factor of single points of
failure plays a key role. We do not cover the scenario of three or more back-end storage
devices, as we are only concerned with attaching disk subsystems to the same set of SAN
switches and working with zoning.

Stand-alone ProtecTIER and a single SAN switch

In this scenario, the ProtecTIER stand-alone server is connected to the back-end disk storage
subsystem through a single SAN fabric switch. Although the best practice for such an
implementation is to interconnect these two components directly, some data centers cannot
use this option. Sharing the storage subsystem is not considered a best practice because of
distance limitations. This concept is shown in Figure B-9.
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Figure B-9 Single SAN network with stand-alone ProtecTIER

Two SAN zones must be defined on your switches, as shown in Table B-2.

Table B-2 SAN zoning definition

Effective configuration

zone_1 WWPN of ProtecTIER Node 1 HBA 6 Port 1 WWPN (S6P1)
WWPN of DSx000 #1 Controller “A” Channel 1 (A CH1)

zone_2 WWPN of ProtecTIER Node 1 HBA 7 Port 1 WWPN (S7P1)
WWPN of DSx000 #1 Controller “B” Channel 5 (B CH5)
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You should replace this configuration by implementing direct cabling between ProtecTIER
and the back-end storage subsystem when possible.

Stand-alone ProtecTIER in a dual-fabric SAN

This situation is similar to the configuration that is described in “Stand-alone ProtecTIER and
a single SAN switch” on page 468, but instead of a single SAN switch, use a dual-fabric SAN
with two independent SAN switches. The cabling concept is shown in Figure B-10.

In the figure, the magenta color represents the primary path, and the dark green color

represents the redundant, inactive paths. Orange connections are not used (not zoned) to the
ProtecTIER server, but we recommend connecting each controller of the storage subsystems

to the dedicated SAN switch.
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Figure B-10 Stand-alone ProtecTIER server in dual-fabric SAN

The zoning for each SAN switch is shown in Table B-3.

Table B-3 SAN zones that are defined on each switch

Effective configuration

switch_A_zone_1

WWPN of ProtecTIER Node 1 HBA 6 Port 1 WWPN (S6P1)
WWPN of DSx000 #1 Controller “A” Channel 1 (A CH1)

switch_B_zone_1

WWPN of ProtecTIER Node 1 HBA 7 Port 1 WWPN (S7P1)
WWPN of DSx000 #1 Controller “B” Channel 7 (B CH7)
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You should not define the additional redundant paths by adding the remaining two
combinations of SAN zones by using orange connections. The setup that is shown in
Table B-4 increases complexity, and does not provide any additional benefits:

Table B-4 SAN zoning - do not define additional redundant paths

Ineffective configuration

Switch A WWPN of ProtecTIER Node 1 HBA 6 Port 1 WWPN (S6P1)
WWPN of DSx000 #1 Controller “B” Channel 5 (B CH5)

Switch B WWPN of ProtecTIER Node 1 HBA 7 Port 1 WWPN (S7P1)
WWPN of DSx000 #1 Controller “A” Channel 3 (A CH3)

ProtecTIER cluster in a dual-fabric SAN

This deployment is the most common one of IBM deduplication solutions. The dual-node
ProtecTIER cluster increases the backup and restore performance. The connection through
two independent fabric SAN switches provides the necessary level of high availability and
storage path redundancy.

Four zones need to be defined, with two in each fabric, as shown in Table B-5.

Table B-5 Dual-node ProtecTIER cluster with single back-end storage

Effective configuration

switch_A_zone_1 WWPN of ProtecTIER Node 1 HBA 6 Port 1 WWPN (S6P1)
WWPN of DSx000 #1 Controller “A” Channel 1 (A CH1)

switch_A_zone_2 WWPN of ProtecTIER Node 2 HBA 6 Port 1 WWPN (S6P1)
WWPN of DSx000 #1 Controller “A” Channel 1 (A CH1)

switch_B_zone_1 WWPN of ProtecTIER Node 1 HBA 7 Port 1 WWPN (S7P1)
WWPN of DSx000 #1 Controller “B” Channel 7 (B CH7)

switch_B_zone_2 WWPN of ProtecTIER Node 2 HBA 7 Port 1 WWPN (S7P1)
WWPN of DSx000 #1 Controller “B” Channel 7 (B CH7)
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Figure B-11 shows the Fibre Channel cabling.
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Figure B-11 Cabling of ProtecTIER cluster in a dual fabric

Also in this configuration, do not define SAN zones for the redundant storage paths that are
depicted by the orange connectors in the figure. These zones are not required for a
ProtecTIER server and their definition increases the complexity.

In one scenario, the definition of SAN zones is not needed, and two zones on each switch can
be merged into a single zone, represented by three ports that are marked with magenta color
on switch A and three ports that are highlighted by dark green on switch B. Although this
setup can be done, one of the ProtecTIER rules is that there are SAN zones with a single
target and a single initiator only. Therefore, two zones are needed in each fabric.

ProtecTIER cluster with more back-end storage subsystems

This scenario provides an example of SAN zones where your dual-node ProtecTIER cluster
uses two dedicated DS storage subsystems, which are mapped by using a dual SAN fabric.
For production environments, you should use a dual-fabric SAN network with independent
SAN switches to eliminate a single point of failure.
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The cabling diagram is shown in Figure B-12. The magenta connectors are primary paths
from each ProtecTIER node to “Controller A” of every storage subsystem in the repository
chain, and inactive paths are marked dark green. The orange connectors represent the
connectivity of each storage controller to all fabrics in the SAN. For the ProtecTIER solutions,
these paths are not enabled by SAN zoning to ProtecTIER nodes.
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Figure B-12 ProtecTIER cluster with two disk storage subsystems in a repository

Also in this configuration, do not cable ports 2 of each ProtecTIER QLogic HBA. Doing so
increases the complexity of the structured cabling and it is not needed. It does not improve
the redundancy of the ProtecTIER cluster. These ports are cabled only when you attach two
back-end storage subsystems directly, without using a SAN network.

In addition, ensure that each zone that is defined on both SAN switches includes one initiator
and one target only. Do not combine multiple targets on storage controllers with a single
ProtecTIER initiator. The list of eight required zones is shown in Table B-6. Do not zone
Channel 3 of Controllers A and Channel 5 of Controllers B.

Table B-6 Dual-node ProtecTIER cluster with two back-end storage subsystems

Effective configuration

switch_A_zone_1 WWPN of ProtecTIER Node 1 HBA 6 Port 1 WWPN (1_S6P1)
WWPN of DSx000 #1 Controller “A” Channel 1 (1_A CH1)

switch_A_zone_2 WWPN of ProtecTIER Node 1 HBA 6 Port 1 WWPN (1_S6P1)
WWPN of DSx000 #2 Controller “A” Channel 1 (2_A CH1)

switch_A_zone_3 WWPN of ProtecTIER Node 2 HBA 6 Port 1 WWPN (2_S6P1)
WWPN of DSx000 #1 Controller “A” Channel 1 (1_A CH1)

switch_A_zone_4 WWPN of ProtecTIER Node 2 HBA 6 Port 1 WWPN (2_S6P1)
WWPN of DSx000 #2 Controller “A” Channel 1 (2_A CH1)
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Effective configuration

switch_B_zone_1 WWPN of ProtecTIER Node 1 HBA 7 Port 1 WWPN (1_S7P1)
WWPN of DSx000 #1 Controller “B” Channel 7 (1_B CH7)

switch_B_zone_2 WWPN of ProtecTIER Node 1 HBA 7 Port 1 WWPN (1_S7P1)
WWPN of DSx000 #2 Controller “B” Channel 7 (2_B CH7)

switch_B_zone_3 WWPN of ProtecTIER Node 2 HBA 7 Port 1 WWPN (2_S7P1)
WWPN of DSx000 #1 Controller “B” Channel 7 (1_B CH7)

switch_B_zone_4 WWPN of ProtecTIER Node 2 HBA 7 Port 1 WWPN (2_S7P1)
WWPN of DSx000 #2 Controller “B” Channel 7 (2_B CH7)

The same analogy applies when you connect a third and next back-end storage. Each zone
that is set on both SAN switches is extended by two additional zones (four in total), similar to
the even lines in the Table B-6 on page 472. The number #2 of the second DS storage
subsystem is replaced by number 3, 4, and so on. Each n DS storage subsystem adds the
following two WWPNSs to each zone:

WWPN of DSx000 #n Controller "A" Channel 1 (n A CH1)
WWPN of DSx000 #n Controller "B" Channel 7 (n B CH7)

The DS3000 series

The DS3000 series consists of two products: the DS3500 and the DS3950. Both of these
products are a good fit for the entry-level to midrange SAN and direct-attach market space,
including the ProtecTIER environments. With the common Storage Manager that is shared by
these DS3000 storage systems and the DS5000 storage systems, there is a smooth link in to
the DS5000 series storage systems, with remote mirroring and copy services features being
shared by these two platforms. The DS3500 and the DS3950 offer robust functionality,
exceptional reliability, and availability with the common ease of shared storage management.

Note: As of ProtecTIER Version 3.3.0, the entry-level and midrange disk storage
subsystems for DS3500 are no longer supported. However, DS3000, DS4000, and
DS5000 storage that is attached to ProtecTIER systems that are running earlier releases
continue to be supported. This section provides performance and capacity
recommendations for the DS3500

The DS3500 series storage subsystems support up to two redundant RAID controllers in
either a 12 or 24 drive configuration. The models for the storage servers are DS3512 and
DS3524. There are also two models of drive expansion chassis (a 12 and a 24 drive) that can
be attached to either of the storage subsystems. The models for these chassis are EXP3512
and EXP3524. However, there are certain limitations and recommendations about how to
interconnect them with ProtecTIER servers.
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EXP3500 attachment

The EXP3512 and EXP3524 expansion subsystems allow for the growth of the DS3500
storage subsystem up to the 96 drive maximum, by adding either the 12 or 24 drive chassis to
the storage server’s serial attached SCSI (SAS) drive expansion port. Any mix of the
expansion models can be added, up to the maximum allowed drive count. The EXP3512 and
EXP3524 differ from the DS3512 and DS3524 in that in place of the controller module, they
are equipped with an Environmental Services Module (ESM). As with the DS3500 controllers,
the expansions can be optionally upgraded with a second ESM module for redundant paths.
Each ESM has a 6 Gbps SAS connection that provides 600 MBps throughput.

With the EXP3512 and EXP3524, only one of the two IN ports are used on each ESM to
connect expansions together into a cascaded loop configuration. As shown in Figure B-13,
the cabling scheme that is used for connecting these expansions follows what is known as a
top down, bottom up method. This method provides the expansion loops with redundant
paths to the enclosures, and in the event of one expansion encountering a catastrophic
failure, the others are still able to continue to run. With a correct RAID layout, this
configuration can provide uninterrupted operations.
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Figure B-13 EXP3500 expansions cascaded loop

Best practice: For optimal performance, do not attach more than three expansion units to
the base dual-controller module. Instead, expand your ProtecTIER solution by adding an
extra set of dual-controller modules DS3000 with their own EXP3500 units. Build the
ProtecTIER repository by combining multiple DS3000 units.

A single DS3500 can in theory offer up to 500 MBps backup and restore performance, but
practically size your solution for about 400 MBps, based on your hardware configuration.
You should consider using the FC/SAS 10 K/15 K RPM disk drives, cache memory
upgrade, licensed features, and so on.
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You should always follow these two basic connection rules when you attach EXP3500
enclosures to a DS3500 storage subsystem:

» Connect the drive expansion SAS port on the DS3500 controller to the SAS IN port on
the EXP3500.

» Connect the SAS OUT port on the EXP3500 to the SAS IN port on the next EXP3500.

Adding an ESM: The EXP3500 ships with one ESM installed. If you are going to attach
the EXP3500 to a dual controller DS3500 storage subsystem, then you must install a
second ESM in the EXP3500 expansion enclosure to provide redundant drive paths to the
EXP3500 enclosures. Connecting an EXP3500 with one ESM installed to a DS3500, with
two controllers that are installed, is not a supported configuration.

If the SAS cabling on the drive side is incorrect, it is detected by the DS3500 controller
firmware. The Storage Manager application alerts you about the condition by logging a critical
Major Event Log event. In addition, the Storage Manager Recovery Guru points to the
mis-wired condition and advises you of the steps to correct the problem. A mis-wired
condition is reported only if the wrong SAS connections results in a non-working
configuration. It is also possible to attach the EXP3500 enclosures in a technically correct
manner that is not optimal. Such configurations do not produce a mis-wire event. Therefore,
you should carefully follow the recommendations that are documented in this chapter for
best results.

An example of a non-optimal, but technically correct configuration, would be to connect both
the left and right side ESMs in a top-to-bottom order. Although this configuration works and
does not result in a mis-wire condition, it does not provide redundancy. If the entire EXP3500
fails, all the EXP3500 enclosures beneath it lose access to the DS3500 subsystem.

Cache upgrade

Each DS3000 storage controller is equipped with a 1 GB memory cache by default. Consider
performing a cache memory upgrade to 2 GB per controller, especially if there are more than
48 disks in a repository (more than one EXP3500 expansion unit).

When you use 10 K RPM SAS for metadata or SATA disks for user data, always upgrade
your cache to 2 GB per controller of every DS3000 unit in the repository chain.

Turbo Performance feature

If you plan for a high performance system, it is strongly recommended that you enable the
Turbo Performance feature. Turbo Performance is an optional premium feature that, when
enabled, boosts the performance of a storage system across both throughput and IOPS
workloads, allowing you to take full advantage of DS3500 performance capabilities with
bandwidth-intensive applications. The DS3500 Turbo Performance feature offers the
following capabilities:

» Scalability to midrange performance and features that start at entry-level prices
» Efficiencies to help reduce annual energy expenditures and environmental footprint

» Simplicity that does not sacrifice control with the perfect combination of robustness and
ease of use
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Media scan

476

Figure B-14 shows performance with and without the Turbo Performance premium feature
enabled.

Cache IOPs (Reads
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Figure B-14 The Turbo Performance feature characteristics

The Turbo Performance feature can enhance the dual-controller version of the DS3500 with a
30% improvement in IOPS and up to a 100% improvement in throughput. It is not supported
on DS3500 with a single storage controller. This feature is not available on DS3950.

When you enable the Turbo Performance feature, consider the number of disks. When the
system performance is limited by the low number of disks, the number of IOPS that is
processed by disk controller becomes low. Relatively, the effect of the Turbo Performance
feature becomes irrelevant to the license cost. In this case, consider deploying more
DS3500 systems.

Media scan is a background process that checks the physical disks for defects by reading the
raw data from the disk and writing it back, which detects possible problems that are caused
by bad sectors of the physical disks before they disrupt normal data reads or writes. This
process is sometimes known as data scrubbing.

Media scan continuously runs in the background, using spare cycles to complete its work.
The default media scan is for a scan every 30 days, that is, the maximum time media scan
has to complete the task. During the scan process, the DS3500 system calculates how much
longer the scan process will take to complete, and adjusts the priority of the scan to ensure
that the scan completes within the time allocated. After the media scan completes, it starts
over and resets its time for completion to the current setting. This media scan setting can be
reduced, however. If the setting is too low, priority is given to media scan over host activity to
ensure that the scan completes in the allocated time. This scan can impact performance, but
improve data integrity.

A media scan can be considered a surface scan of the hard disk drives, and a redundancy
check scans the blocks of a RAID 3, 5, or 6 logical drive and compares it against the
redundancy data. In the case of a RAID 1 logical drive, the redundancy scan compares
blocks between copies on mirrored drives.

We have seen no effect on I/O with a 30 day setting unless the processor is used in excess of
95%. The length of time that it takes to scan the LUNs depends on the capacity of all the
LUNSs on the system and the usage of the controller.
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Networking

This appendix describes general information about bonding for the backup server side.
Because we described the concepts of bonding in Chapter 5, “Networking essentials” on
page 79, this appendix provides only a basic overview of potential bonding options of different
host operating systems. You must ensure that all involved communication partners within the
data flow of your backup are configured to allow bonding to work. Reach out to your
networking staff and work together with them on implementing the network solution that best
suits your needs.

This appendix covers the following topics:

» Bonding on Linux and UNIX machines
» Teaming on Microsoft based machines
» Link aggregation and similar technologies on the LAN switches
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Bonding on Linux and UNIX machines

This section describes bonding types on Linux machines and on UNIX machines.

Bonding on Linux machines

Bonding on UNIX machines

478

This section describes bonding types on Linux machines. In Linux machines, the following

bonding types exist:

Mode 0
Mode 1
Mode 2

Mode 3

Mode 4
Mode 5

Mode 6

Sets a round robin policy for fault tolerance and load balancing.
Sets an active-backup policy for fault tolerance.

Sets an exclusive-OR (XOR) policy for fault tolerance and
load balancing.

Sets a broadcast policy for fault tolerance. All transmissions are sent
on all subordinate interfaces.

Sets an IEEE 802.3ad dynamic link aggregation policy.

Sets a Transmit Load Balancing (TLB) policy for fault tolerance and
load balancing.

Sets an Active Load Balancing (ALB) policy for fault tolerance and
load balancing. Includes transmit and receive load balancing for IPV4
traffic. Receive load balancing is achieved through Address
Resolution Protocol (ARP) negotiation.

Modes 2 and 4 use a default transmit hash policy of Layer 2 (source MAC destination
MAC)%N (number of subordinates). The hash policy can be modified to Layer 3 + 4, where
both the source and destination IP and port are considered.

This section describes bonding types on UNIX machines. These modes are supported in

IBM AIX:
Default hash mode

Standard or 802.3ad

The traditional IBM AIX type. The adapter selection
algorithm uses the last byte of the destination IP
address (for TCP/IP traffic) or MAC address (for ARP
and other non-IP traffic).

src_dst_port hash mode. The outgoing adapter path is
selected by an algorithm by using the combined
source and destination TCP or UDP port values.

Standard or 802.3ad src_port The adapter selection algorithm uses the source TCP

or UDP port value.

Standard or 802.3ad dst_port The outgoing adapter path is selected by the algorithm

Round-robin

by using the destination system port value.

Outgoing traffic is spread evenly across all of the
adapter ports in the Etherchannel.
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Teaming on Microsoft based machines

On Microsoft based machines, the teaming methods are defined by the Network Interface
Card (NIC) vendor. This section describes the teaming modes for Broadcom and Intel NICs.
The teaming modes that are described are only the ones that are used for load sharing.

Broadcom NICs

Intel NICs

Broadcom supports the following balancing modes:

Smart Load Balancing (SLB)

Generic trunking

Link aggregation

In this method, both transmit and receive load
balancing are enabled, based on source and
destination L3/L4 IP addresses and TCP/UDP
port numbers.

In this switch-assisted teaming mode, the LAN switch
to which the server is attached also must be
configured for one of the aggregation methods. As is
the case for SLB, the IP/TCP/UDP source and
destination addresses load balance the transmit traffic
from the server.

(IEEE 802.3ad LACP) Link aggregation is similar to
generic trunking except that it uses the Link
Aggregation Control Protocol (LACP) to negotiate the
ports that make up the team.

Intel supports the following balancing modes:

Adaptive Load Balancing (ALB)

Receive Load Balancing (RLB)

This method allows transmission over 2 - 8 ports
to multiple destination addresses, along with
fault tolerance. In this method, transmit is done
through 2 - 8 adapters in load balancing, while
the team receives packets only through the main
adapter. This method works on Layer 3 and 4.

This method, which can be configured only with
ALB, adds the receive load balancing feature to
it, and is also based on Layer 3 and 4. This
method is switch-less.

Virtual Machine Load Balancing (VMLB) Provides transmit and receive traffic load

IEEE 802.3ad

balancing across virtual machines that are
bound to the team interface, and fault tolerance
in the event of switch port, cable, or adapter
failure. This teaming type is a

switch-less method.

In this method, the standard supports static and
dynamic modes. Intel supports both modes, and
must be configured with a LAN switch that
supports the 802.3ad standard or Cisco
Etherchannel technology.
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Link aggregation and similar technologies on the LAN switches
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For LAN switches, configurations are provided for Cisco switches. Some of the features are
present in Cisco I0S Release 12.2(33)SB and higher. The 802.3ad is a market-wide
standard, supported by all common vendors. In Cisco switches, both Layer 2 and Layer 3,
two methods are available:

» Etherchannel — GEC/FEC (Giga/Fast Ethernet ports), and PaGP
» 802.3ad Link Aggregation and LACP control protocol

In switches from other vendors (Avaya, Juniper, 3Com, Hewlett-Packard, and others), only
802.3ad is used. Etherchannel is a Cisco proprietary technology. In Cisco versions up to
Release 15.0(1)S, mechanisms for load balancing Ethernet service instances over member
links in a port channel do not account for the service instances traffic loads, which can lead to
unequal distribution of traffic over member links.

In IOS Release 15.0(1)S, a new feature was introduced: the 802.3ad Link Aggregation with
Weighted Load Balancing feature (802.3ad LAG with WLB). You can use it to assign weights
to service instances to efficiently distribute traffic flow across active member links in a

port channel.

The LAG with WLB feature supports both LACP (active or passive mode) and manual (mode
on) Etherchannel bundling. A weighted load balancing configuration does not affect the
selection of active member links in the Etherchannel. As member links become active or
inactive, a load-balancing algorithm adjusts the distribution of Ethernet service instances to
use the active member links.
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Managing cartridge sizes with
ProtecTIER

This appendix provides general information about managing cartridge sizes with ProtecTIER.
With ProtecTIER, the total amount of space that is available in your repository is variable.
These dynamics can make managing cartridges complex. This appendix is intended to help
administrators to plan and manage their ProtecTIER cartridges and repository.

This appendix covers the following topics:

» Effects of dynamic cartridge sizes
» The mechanism behind fluctuating cartridge sizes
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Effects of dynamic cartridge sizes

In a long running ProtecTIER environment, the HyperFactor ration tends to stabilize around a
certain value. If you then encounter changes in your environment, these changes have an
unexpected impact on the HyperFactor ratio. When the HyperFactor ratio changes, the
amount of free space that is available in your repository is recalculated. A higher HyperFactor
ratio results in more free space being available. A lower HyperFactor ratio results in less free
space being available.

After such events, you might find it difficult to determine how many scratch tapes or free
space are available. Also, you might see virtual cartridges that are marked as full before such
an event is expected.

The mechanism behind fluctuating cartridge sizes

482

All virtual cartridges get an equal amount of space up to either the LIMIT size that is
configured when the virtual cartridge was created (maximum cartridge size), or the calculated
amount of Nominal Space / Number of Carts.

After a tape is full, an early warning is sent to the backup application, and the tape is removed
from the calculation of Number of Carts. This action allows the system to adjust the size of the
remaining (non-full) tapes to use the nominal space effectively.

If the nominal space is not large enough to hold the total of Number of Carts * the LIMIT size
of the cart, then those tapes are marked full before they reach their size (that is, there is no
thin provisioning)

Knowing this behavior can help an administrator know when it is best to add more cartridges
and whether it is best to limit the size of the carts or leave them unlimited.

IBM recommends to always define a fixed cartridge size. Values of 100 GB for a virtual
cartridge are reasonable. If you use 100 GB virtual cartridges, the database/catalog of the
backup application will not have an unreasonably high number of cartridges, and therefore be
unmanageable. Also, the housekeeping jobs on 100 GB virtual cartridges can be ran
reasonably early to free up unused space and make it available to ProtecTIER again (as
relabel scratch space). Deciding on a limit for the virtual cartridge size allows you to reserve
space or divide space in libraries. With this strategy, you can prevent one of your virtual
libraries from using up all the space in your repository, causing the other libraries to run out
of space.

For example, if you have two libraries, one with 500 carts and the other with 1000 carts, your
usage is 33% for the smaller library, and 66% for the larger library.

The decision about how many carts you have should be based on the nominal space in the
repository. The number of carts should be either calculated for a wanted approximate size

(unlimited) or calculated so that there is enough space for all carts to reach the limit that is
set, while leaving a little room for fluctuation (the factoring ratio).

Here are some cases where having the wrong cartridge size has led to problems:

» You might think that because you have low scratch tapes that adding scratch tapes at a
limited size brings more space to the backup application. This situation works if there is a
reserve of nominal space in the repository. However, if the factoring ratio is lower then
planned, and less space results, adding cartridges results in an even smaller
cartridge size.
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Important: Adding more virtual cartridges does not increase the available free space in
your repository. If you face an out-of-space condition, you must expand your
ProtecTIER repository by adding more physical disk to the back end.

» An insufficient idle time for background jobs results in a build-up of delete and
defragmentation data, which reduces allocatable space for backups. Adding cartridges in
this scenario can reduce the size of the cartridges, which has a negative impact.

» An extra library with 1000 extra empty tapes results in the production library running out of
room, even though the repository showed plenty of nominal space. Adding tapes in this
case results in even smaller tapes as well.

» Collocation of backups with many partial tapes might make the repository appear to have
much space, but the partial tapes consume more space than expected because of the
size and usage. In this case, limiting the tapes to a smaller size could allow the tapes to
store data more efficiently.

» Finally, if the repository has more space available when you multiply the total number of
tapes by the amount of space, then it is a good plan to add more limited cartridges (This
situation will not happen if you do not have any limited size tapes.)

If you have a mixture of tape sizes and types, the management of these tapes becomes
complicated, especially if you have a large variance in the sizes. If you want to “unlimit” all of
your existing tapes, contact IBM Support and request help with running the support utility to
“unlimit” the cartridge sizes.
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Glossary

3958 DD1 This is the original server, which has been
available since August 2008. This server is based on the
IBM System x3850 M2 Type 7141. When iti used as a
server in the TS7650G, its machine type and model are
3958 DD1. Use this machine type and model for service
purposes.

3958 DD3 This is a higher performance server, which
has been available since March 2009. This server is
based on the IBM System x3850 M2 Type 7233. When
used as a server in the TS7650G, its machine type and
model are 3958 DD3. Use this machine type and model
for service purposes.

3958 DD4 This is a newer, higher performance server,
which has been available since December 2010. This
server is based on the IBM System x3850 X5 Type
7145-AC1. When used as a server in the TS7650G, its
machine type and model are 3958 DD4. Use this machine
type and model for service purposes.

3958 DD5 This is a newer, higher performance server,
which has been available since May 2012. This server is
based on the IBM System x 7145 model. When used as a
server in the TS7650G, its machine type and model are
3958 DD5. Use this machine type and model for service
purposes.

asynchronously parallel system A system in which the
backed up data does not return to the host (and out to file)
in the same order each time.

Backup, Recovery, and Media Services for IBM i
(BRMS) Helps you implement a disciplined approach to
managing your backups, and provides you with an orderly
way to retrieve lost or damaged data. BRMS also enables
you to track all of your backup media from creation to
expiration

BRMS policies A set of defaults that is commonly used
(for example, device or media class). Generally used
defaults are in the BRMS system policy. Backup-related
defaults are in the BRMS backup policy.

chown The chown command (abbreviation for change
owner) is used on UNIX based systems to change the
owner of a file. In most implementations, it can be run by
only the superuser to prevent users from simply changing
the ownership of files randomly.

compaction (data compaction) The reduction of the
number of data elements, bandwidth, cost, and time for
the generation, transmission, and storage of data without
loss of information by eliminating unnecessary
redundancy.
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Common Internet System (CIFS) ProtecTIER
emulates Windows file system behavior and presents a
virtualized hierarchy of file systems, directories, and files
to Windows CIFS clients. When configured for FSI-CIFS,
ProtecTIER emulates a network-attached storage (NAS)
backup target that can use both HyperFactor and
ProtecTIER native replication bandwidth reduction
techniques for storing and replicating deduplicated data.

concurrent saves and restores The ability to save or
restore different objects from a single library or directory
to multiple backup devices or different libraries or
directories to multiple backup devices at the same time
from different jobs.

control group A group of items (for example, libraries or
stream files) to back up, and the attributes that are
associated with how to back them up.

CSV file (.csv) Comma-separated value file,
sometimes called comma-delimited. This type of file is a
specially formatted plain text file that stores spreadsheet
or basic database-style information in a simple format,
with one record on each line, and each field within that
record separated by a comma. CSV files are used by
ProtecTIER Manager as a simple way to transfer a large
volume of database information between programs. This
type of file can be imported into most spreadsheet
programs.

deduplication A data compression technique in which
redundant data is eliminated. The technique improves
storage usage and can also be applied to network data
transferals to reduce the number of bytes that must be
sent across a link.

direct attachment Refers to a digital storage system
that is directly attached to a server or workstation, without
a storage network in between.

dirty bit A dirty bit is a flag that indicates whether an
attribute must be updated. This situation occurs when a bit
in a memory cache or virtual memory is changed by a
processor but is not updated in storage.

dirty bit technology The ProtecTIER system uses a
“dirty-bit” feature/technology and cartridges are marked
as in-sync after the data finishes replicating from the
primary to the secondary site, so that at the time of
synchronization, the local cartridges and their DR site
replicas are identical.
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disaster recovery (DR) The process of recovering
production site data at a DR location. Disaster recovery is
useful if a disaster occurs or a situation occurs where the
production (or primary) site goes offline.

disk controller The disk controller for the TS7650
Appliance is IBM Feature Code 3708: 4.8 TB Fibre
Channel Disk Controller. Use this feature code for service
purposes.

factoring ratio The ratio of nominal capacity to physical
capacity in the ProtecTIER repository. For example, if you
have 100 TB of user data (nominal capacity) and it is
stored on 10 TB of physical capacity, your factoring ratio
is 10:1.

File System Interface (FSI) The File System Interface
(FSI) presents ProtecTIER as a network-attached storage
backup and recovery target that can use the HyperFactor
algorithm and ProtecTIER native replication bandwidth
reduction techniques for storing and replicating
deduplicated data. The FSI configuration option allows
ProtecTIER to present disk repository storage as a
virtualized hierarchy of file systems.

disk expansion unit The disk expansion unit for the
TS7650 Appliance is IBM Feature Code 3707: 4.8 TB
Fibre Channel Disk Expansion Unit. Use this feature code
for service purposes.

failback The procedure for replicating updated
cartridges, new or old, from the DR site to the original (or
restored) production site to bring it up to date in case it
was down, or lost and rebuilt.

hub The hub (target server) is connected, through your
Ethernet replication network, to one or more spokes
(source servers). The hub stores backup images of the
data repositories, file system configurations, and other
system settings that are on the spokes. If there is a spoke
failure, the stored image can be easily retrieved from the
hub and transmitted to the spoke. This action restores the
spoke to its previous configuration with minimal data loss

IBM Tivoli Assist On-site (AOS) IBM Tivoli Assist
On-site (AOS) is a web-based tool that enables a remote
support representative from IBM to view or control the
management node desktop. More information can be
found at the Tivoli Assist On-site website at
http://www.ibm.com/support/assistonsite.

IP address Internet Protocol address. A numerical label
that is assigned to each device that participates in a
computer network.

load throttling Load throttling is a process that helps
avoid dangerous overload situations. Load throttling limits
the number of permitted incoming connections, allowing
resources to be allocated to all processes.

logical partition (LPAR) A division of a computer's
processors, memory, and storage into multiple sets of
resources so that each set of resources can be operated
independently with its own operating system instance and
applications. The number of LPARs that can be created
depends on the system's processor model and resources
that are available.

logical unit number (LUN) A number that is used to
identify a logical unit that is a device that is addressed by
Fibre Channel. A LUN may be used with any device that
supports read/write operations, such as a tape drive, but
is most often used to refer to a logical disk that is created
on a SAN.

LUN masking An authorization process that makes a
LUN available to some hosts and unavailable to other
hosts. LUN masking is used in the ProtecTIER product as
a precaution against servers corrupting disks that belong
to other servers. By masking (hiding) LUNs from a specific
server (or servers), you effectively tell those servers that
the LUN does not exist, and those servers cannot corrupt
the disks in the LUN.

media A tape cartridge (volume) that holds saved data.

media class A logical grouping of media with similar
physical, logical, or both of these characteristics (for
example, density).

media identifier A name that is given to a physical
piece of media.

Network File System (NFS) ProtecTIER emulates
UNIX file system behavior and presents a virtualized
hierarchy of file systems, directories, and files to UNIX
based clients using the NFS protocol. When configured
for FSI-NFS, ProtecTIER emulates a network-attached
storage (NAS) backup target that can use both
HyperFactor and ProtecTIER Native Replication
bandwidth reduction techniques for storing and replicating
deduplicated data.

nominal capacity of the repository The physical
space and expected factoring ratio.

nominal data The original amount of backed-up data
before you apply the ProtecTIER deduplication factor.

OpenStorage (OST) Allows the ProtecTIER product to
be integrated with NetBackup to provide backup-to-disk
without using a Virtual Tape Library (VTL) emulation.

parallel saves and restores The ability to save or
restore a single object or library or directory across
multiple backup devices from the same job.

peak throughput The maximum of the ProtecTIER
server capabilities.
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principality The privilege to write to a cartridge (set to
read/write mode). The principality of each cartridge
belongs to only one repository in the grid. By default, the
principality belongs to the repository where the cartridge
was created.

ptcli ProtecTIER command-line interface.

ProtecTIER When used by itself, this expression points
to the IBM patented deduplication solution based on
HyperFactor. Depending on the context, it can mean the
family of products, a specific device, or just the
deduplication engine.

RAID 10 Many storage controllers allow RAID levels to
be nested. The elements of a RAID may be either
individual drives or RAIDs themselves. Thus, a RAID 10
(or RAID 1+0) is a configuration in which multiple drives
are first combined into multiple RAID arrays. Each RAID 1
array is treated as a single drive. These arrays are then
combined into a single RAID O array.

RAID 6 The RAID 6 architecture supports block-level
striping with double distributed parity. It provides fault
tolerance of two drive failures; the array continues to
operate with up to two failed drives. This situation makes
larger RAID groups more practical, especially for
high-availability systems. This situation becomes
increasingly important as large-capacity drives lengthen
the time that is needed to recover from the failure of a
single drive. Single-parity RAID levels are vulnerable to
data loss until the failed drive is replaced and its data
rebuilt. Double parity gives more time to rebuild the array
without the data being at risk if another drive fails before
the rebuild is complete.

reclamation The Tivoli Storage Manager process that
frees up space on tapes, and returns empty tapes to the
scratch pool. Reclamation is accomplished by deleting
expired data from tapes and moving any unexpired data to
other tapes to more efficiently use tape space.

recovery point objective (RPO) How much lag time is
acceptable for a backup that is written to virtual tape in
Site A to be replicated to Site B.

redundant array of independent disks (RAID) A
storage technology that combines multiple disk drive
components into a logical unit. Data is distributed across
the drives in one of several ways (RAID levels). The
physical drives are said to be in a RAID array, which is
accessed by the operating system as one single drive.
The different schemes or architectures are named by the
word RAID followed by a number (for example, RAID 0 or
RAID 1).

redundant host connection The duplication of
connections, or two or more paths that connect two
objects in a network. The intention of redundancy is to
increase the reliability of the system, or to provide a
backup or failsafe if one of the connections fails.

remote cloning The process of using a secondary (DR)
site to clone cartridges. ProtecTIER replication enables
users to offload tape cloning to their secondary site.

replication A process that transfers logical objects,
such as cartridges, from one ProtecTIER repository to
another one.

replication grid A set of repositories that shares a
common ID and can potentially transmit and receive
logical objects through replication.

replication grid ID A number O - 63 that identifies a
replication grid within an organization.

replication grid member A repository that is a member
in a replication grid.

Replication Manager The utility in the ProtecTIER
Manager GUI through which you can set replication
policies, define replication time frame windows, delete
replication activities, and much more.

replication pairs Two repositories within a replication
grid that replicate from one to another.

replication policy A policy made up of rules that define
a set of objects (for example, VTL cartridges) from a
source repository to be replicated to a target repository.

replication rate control (RRC) A built-in
resource-governing mechanism. RRC gives precedence
to backup and restore requests and throttles down
replication traffic whenever backup and restore activity
increases above an idle state. When the backup and
restore workload drops below that idle threshold, RRC
returns to the default priority. The RRC determines the
maximum replication rate for both system states, IDLE
and BUSY, based on the performance limits set by the
user.

replication time frame A scheduled period for
replication to take place for all policies.

replication window The time frame during which
replication runs.

repository A warehouse to store data for safekeeping.
repository unique ID (RID) A number that uniquely

identifies the repository. The RID is created from the
replication grid ID and the repository internal ID in the grid.
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SAN fabric The hardware that connects workstations
and servers to storage devices in a SAN is referred to as
a fabric. The SAN fabric enables any server to connect to
any storage device through Fibre Channel switching.

shelf A container of VTL cartridges within a ProtecTIER
repository.

SLA Service level agreement.

spoke The spokes are the servers that process and
store the information that is generated during daily
business operations. The stored information is then
replicated to a hub, according to a user-defined replication

policy.

storage area network (SAN) A dedicated network that
provides access to consolidated, block-level data storage.
SANs make storage devices, such as disk arrays and tape
libraries, accessible to servers so that the devices appear
like locally attached devices to the operating system.

storage checkpoint Storage checkpoints are pointers
added to the backup stream so that if the backup fails, a
rerun of the backup starts from the last storage
checkpoint, rather than the beginning of the stream.

system console The system console is an IBM TS3000
System Console (TSSC). It is the console used with a
keyboard to issue commands to the server through the
CLI, and monitors the functions of the server. The TS3000
combined with the keyboard is commonly referred to as
the KVM (keyboard, video, monitor).

TS7600 When used alone, this term signifies the IBM
family of virtualization solutions that operate on the
ProtecTIER platform.

Virtual Tape Library (VTL) The ProtecTIER VTL
service that emulates traditional tape libraries.

visibility switching The automated process that

transfers the visibility of a VTL cartridge from its master to
its replica and vice versa.
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http://content.etilize.com/User-Manual/1013913138.pdf
Start Here for IBM System Storage TS7650 with ProtecTIER 3.3, GI13-1831-03
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Integrated Management Module User's Guide:
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pdf
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http://download.boulder.ibm.com/ibmd1/pub/systems/support/system x pdf/43w7827.

pdf
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IBM Interoperability Guide:
http://www.ibm.com/systems/support/storage/config/ssic/index.jsp
IBM SAN Volume Controller (SVC):
http://publib.boulder.ibm.com/infocenter/svc/ic/index.jsp

IBM Storwize V7000:
http://publib.boulder.ibm.com/infocenter/storwize/ic/index.jsp
IBM Storwize V7000 Unified Storage:
http://publib.boulder.ibm.com/infocenter/storwize/unified_ic/index.jsp
IBM Support website:
http://www.ibm.com/systems/support/storage/config/ssic/index.jsp
IBM Tivoli Storage Manager V6.3 Information Center:
http://pic.dhe.ibm.com/infocenter/tsminfo/v6r3/index.jsp

IBM XIV:

http://www.xivstorage.com/

List of supported Fibre Channel switches:
http://www.ibm.com/systems/support/storage/config/ssic/index.jsp
Red Hat Linux:

https://www.redhat.com/wapps/store/al1Products.html
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— http://www.symantec.com/enterprise/support/index.jsp

» TS7610 and TS7620 V3.3 Customer Information Center:
http://publib.boulder.ibm.com/infocenter/ts7610/cust/index.jsp

» TS7650 Combined Customer Information Center:
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» TS7650 V3.3 Customer Information Center:
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» TS7650G supported disk arrays:
http://www.ibm.com/systems/support/storage/config/ssic/index.jsp
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http://www.ibm.com/systems/support/storage/config/ssic/index.jsp
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